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Abstract—The mainstream CNN-based remote sensing (RS)
image semantic segmentation approaches typically rely on mas-
sively labeled training data. Such a paradigm struggles with the
problem of RS multi-view scene segmentation with limited labeled
views due to the lack of consideration of 3D information within
the scene. In this paper, we propose ‘“Implicit Ray-Transformer
(IRT)” based on Implicit Neural Representation (INR) for RS
scene semantic segmentation with sparse labels (5% of the images
being labeled). We explore a new way of introducing the multi-
view 3D structure priors to the task for accurate and view-
consistent semantic segmentation. The proposed method includes
a two-stage learning process. In the first stage, we optimize a
neural field to encode the color and 3D structure of the remote
sensing scene based on multi-view images. In the second stage,
we design a Ray Transformer to leverage the relations between
the neural field 3D features and 2D texture features for learning
better semantic representations. Different from previous methods
that only consider 3D priors or 2D features, we incorporate
additional 2D texture information and 3D priors by broadcasting
CNN features to different point features along the sampled ray.
To verify the effectiveness of the proposed method, we construct a
challenging dataset containing six synthetic sub-datasets collected
from the Carla platform and three real sub-datasets from Google
Maps. Experiments show that the proposed method outperforms
the CNN-based methods and the state-of-the-art INR-based
segmentation methods in quantitative and qualitative metrics.
The ablation study shows that under a limited number of fully
annotated images, the combination of the 3D structure priors
and 2D texture can significantly improve the performance and
effectively complete missing semantic information in novel views.
Experiments also demonstrate the proposed method could yield
geometry-consistent segmentation results against illumination
changes and viewpoint changes. Our data and code will be public.

Index Terms—Remote sensing, implicit neural representation,
semantic segmentation, Transformer

I. INTRODUCTION

Remote sensing image segmentation is a fundamental yet
challenging task that has been widely applied in various
fields, such as cloud detection [1], change detection [2], and
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land analysis [3]. The objective of remote sensing image
segmentation is to produce pixel-wise labels for an image.
Thanks to the advancement of imaging technology and satellite
technology, it is now easy to acquire high-resolution multi-
view RGB images.

The mainstream segmentation methods [4—0] benefit from
deep convolutional neural networks (CNN), which can effec-
tively learn and extract robust and discriminative features from
the input images. However, deep CNN-based segmentation
methods rely heavily on massive training data. As shown in
Fig. 1(a), the performance of traditional CNN-based methods
is sensitive to the number of annotations. Generating a large
number of high-quality pixel-wise annotations consumes a
great deal of time and effort. As for the task of semantic
segmentation for a 3D scene given only limited annotated
views, the CNN-based methods may overfit the views in the
training data and generate poor results for the rest of the views.
The key reason is that the 2D texture information or 2D context
relationship is insufficient to identify similarly textured objects
(Fig. 1(b)) in a 3D scene. Finally, the 3D context relationship
of a scene is also crucial for semantic attribute prediction
(Fig.1(c)). For example, the bridge is typically higher than the
road, and the same object across different views usually has
a similar texture. However, these properties have been rarely
investigated in previous papers.

Considering the above challenges, this paper studies the task
of multi-view remote sensing scene semantic segmentation
under limited annotations, as shown in Fig. 2. We show
that the 3D structure priors are crucial for this task. The
representation of the 3D structure is a fundamental and long-
studied problem in computer vision and graphics. There are
many explicit representation-based 3D reconstruction meth-
ods [7-9] that extract 3D context information in different
forms, including depth maps [10], meshes [!1], and point
clouds [12]. However, these methods typically require explicit
supervision data which are hard to obtain and computationally
intensive. Recently, an emerging research topic named “Im-
plicit Neural Representation (INR)” has made rapid advances,
particularly in the realm of novel view synthetic [13—16]. The
INR provides a novel way to parameterize continuous signals
driven by coordinates with neural networks. The INR-based
novel view synthetic fits images from known viewpoints and
utilizes the continuity of the spatially-varying scene properties
(such as color and geometry) in high-dimensional space to
render compelling photo-realistic novel view images. During
this process, the geometry and color attributes are encoded
into the weights of a neural network. Compared to explicit
reconstruction, the INR is more flexible to optimize without
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Fig. 1. (a): The image shows the performance of Unet with different annotation ratios; (b): The images show that it is difficult for the CNN-based methods
to distinguish objects with similar textures under the limited number of annotations; (c): Our proposed method can use the 3D information of the scene to
assist in distinguishing objects with similar textures, such as backgrounds and bridges. The middle images in (c) show the 3D information extracted by our

method in the form of depth maps.

expensive supervision.

In this paper, inspired by the INR in novel view synthesis,
we propose a new framework for multi-view remote sensing
image segmentation under limited view annotations which
utilizes an INR to exploit 3D structure priors. We also propose
a new network architecture called “Ray-Transformer” that
combines the 3D structure and 2D texture information from
a set of 3D location points along the rays. We refer to
our method as “Ray-Transformer” and refer to the task we
study as Remote Sensing Scene Semantic Segmentation (R4S).
Given a set of multi-view RGB images, the proposed method
can generate accurate and semantically consistent novel view
segmentation output even only trained with a limited number
of labels (e.g., 4-6 labels per 100 images).

The proposed method has a two-stage learning process. We
first optimize a color-INR of the target scene using multi-view
RGB images, where the 3D context information is encoded in
the weights of a set of MLPs. Then we employ a knowledge
distillation strategy to convert color INR to semantic INR.
In order to enhance the semantic consistency between multi-
viewpoints. We design the Ray-Transformer to integrate and
transfer the 3D ray-color features into ray-semantic features.
Specifically, we add a CNN texture token to broadcast texture
information among different locations along a ray. Finally,
we combine the 3D ray-semantic features from semantic-INR
with the 2D features from an additional CNN to complete the
missing semantic information in novel views and get more
detailed and accurate results.

Extensive experiments are conducted to verify the effec-
tiveness of the method. We construct six sets of synthetic
data based on the well-known Carla simulation platform [17].
We also construct three sets of real data from Google Maps.
Our method outperforms CNN-based methods and INR-based
state-of-the-art methods. The visual comparison also suggests
that the proposed method can produce more accurate and
visually consistent results. In addition, experiment results
also show that our method has better performance against

Volumetric INR

Novel Camera Pose

Novel View Segmentation

Fig. 2. In this paper, we propose an INR-based method to combine the 3D ray-
semantic features and 2D CNN features for remote sensing scene semantic
segmentation. @: multi-view image capturing and sparse labeling; @: INR
construction; ®@: novel view segmentation.

illumination and viewpoint changes. Our code and dataset will
be made publicly available at https://qizipeng.github.io/IRT.
The contributions of this paper are summarized as follows:

« We propose a new method for multi-view remote sensing
image segmentation based on the implicit neural repre-
sentation, which combines the 2D CNN features with 3D
ray-semantic features. Given a set of multi-view RGB
images and a limited number of annotations, the pro-
posed method effectively generates accurate segmentation
results for novel views.

« We propose a density-driven and memory-friendly net-
work architecture called Ray-Transfromer to integrate and
transfer color features into semantic features; specifically,
we add the CNN texture token into the Ray-Transfromer
and explore a different way of introducing texture infor-


https://qizipeng.github.io/IRT

mation into the INR space.

o We construct a challenging dataset for multi-view remote
sensing image segmentation, which contains both real and
synthetic images. Our method reaches the state-of-the-art
on the introduced dataset.

The rest of this paper is organized as follows. In Section
II, we introduce the related work. In Section III, we give a
detailed introduction to the proposed method. In Section IV,
the experimental results are presented. Conclusions are drawn
in section V.

II. RELATED WORK
A. CNN-based Image Segmentation

In the past few years, with the development of deep
learning, Convolutional Neural Networks (CNN) have become
mainstream in image segmentation. These methods typically
employ an encoder-decoder structure. There are mainly three
groups of methods. 1) The first group adopts a Unet [4]-
like architecture, where the skip connections are introduced
to combine the low-level features into the decoder to keep
more detailed information. Some recent methods [18—21] show
the advantage of skip connections in remote sensing image
segmentation tasks, e.g. building detection, road detection,
and multi-objects change detection. 2) The second group
adopts a larger respective field and a deeper architecture to
extract more semantic information. The dilated convolution
is employed to enlarge the respective field of the networks
while maintaining a high output feature resolution [5, 22—

]. However, the stacking of multiple dilated convolutions
may produce a gridding effect and thus a hybrid dilated
convolution [25] is designed to alleviate this problem. 3) The
third group employs a feature pyramid strategy to extract more
contextual information from the images [ ], especially for
the images with multiple-scale objects. In recent years, some
works [30-34] utilize the depth map which can effectively
indicate the geometry information of the scene to improve
the performance of single-view image segmentation and multi-
view image segmentation. One of the ways to combine depth
information is element-wise addition between depth features
and RGB features which are extracted by a double-branch
CNN backbone [32, 35]. In some work [32, 36], the fusion of
two-domain (RGB and depth) information is achieved through
a self-attention mechanism that re-weights features along a
given dimension. In [33], authors not only consider the depth
features in network architecture but use the depth map to
warp the neighbor view features to a common reference view
to improve the results in view consistency. The authors of
[34] first render the depth map corresponding to each view
and then project the 2D features to 3D space. The projected
features are fused and transformed into semantic segmentation
results. For multi-view image segmentation, the depth map
is not only used as supplementary information but more to
assist in mapping 2D features to 3D space to help the network
understand the relationship between views. However, the depth
maps are usually obtained by RGBD camera [37-40] or a pre-
trained depth estimated network [41]. Both ways are expensive
compared with only obtaining RGB images. Besides, it is

difficult for a pre-trained depth estimator to have a great
performance in multi-view depth prediction, which is usually
trained in single-view datasets [42—44]. Note that in reality
(such as Google Maps), it is difficult to obtain depth maps.
Therefore, our dataset does not contain depth data. Our method
utilizes an implicit neural network to extract scene geometric
priors from RGB images.

B. Implicit Neural Segmentation

In the past two years, there are a variety of methods
that optimize a volumetric space from a set of posed 2D
images without the need for extra 3D supervision. NeRF [13]
is representative of these methods. Recently, implicit neural
representations have also been introduced to multi-view im-
age segmentation tasks [38, ], including indoor-scene
segmentation [45], traffic-scene segmentation [46, 47] and
remote sensing scene segmentation [48]. These methods can
be divided into two groups. The first kind [45, 49] considers
segmentation and novel view generation jointly and trains a
multi-task representation where semantic features and color
features share the same feature extractor but use different
prediction heads. The second kind [48, 50, 51] first optimizes a
color implicit neural representation of a scene and then trans-
fers the color features into semantic features by fine-tuning
or distillation. The color information can be more effectively
introduced into INR space with multi-task representation. In
addition to the above two groups of methods, there are also
some methods [46, 52] that use extra 3D data or memory-
intensive 3D convolution to improve the scene segmentation
accuracy under a large number of annotations. The difference
between all the above methods and our method is that we
employ 3D information from the INR space and combine
the CNN features with a newly designed transformer, thus
achieving accurate segmentation with limited annotations.

C. Transformers

The transformer was first introduced in 2017 [53] and has
been widely used in NLP tasks [54-56], which effectively
solves the problem of long-range dependencies. Recently, the
transformer architecture has been introduced to computer vi-
sion and remote sensing to extract global or long-range context
features and shows comparable or even better performance
than the CNN-based methods in various visual tasks, including
image classification [57], object detection [58] and multimode
tasks [2, 59, 60]. The main two components in a transformer
are encoders and decoders. The transformer encoders are to
explore the multi-head attention modes of input. And the
transformer decoders perform the cross-attention between en-
coder features and additional masked input to obtain the final
results. In some vision tasks, there are also some approaches
that only use the transformer encoder and combine it with
a CNN-based decoder. SETR [61] utilizes the transformer-
based backbone and a standard CNN decoder to achieve image
segmentation without decreasing the feature map resolution.
Swin-transformer [62] uses a variant of ViT [57] composed
of local shifting windows and a pyramid FCN decoder, which



achieves state-of-the-art performance in classification and seg-
mentation tasks. In the remote sensing field, the transformer
has many applications. The structure of the transformer is
also suitable for a variety of remote sensing tasks [63-06],
such as building extraction, change detection, etc. BiT [63]
fuses a pair of CNN features from bi-temporal images using
the transformer to improve the performance of the change-
detection network. Later, SwinSUNet [64] is proposed with a
pure transformer network with a Siamese U-shaped structure.
Chen [67] designed the sparse token transformer to seg-
ment the buildings while greatly reducing the computational
complexity in the transformer. Li [68] uses the transformer
to aggregate the features of the global spatial position on
multiple scales and forms a model for the interaction between
instances, and finally proves that the transformer structure
also has an excellent performance in remote sensing object
detection. The transformer-based models usually come with
larger computations and a more complex training pipeline. In
our work, we design a memory-friendly transformer that works
in ray space only to consider the valid 3D point features.

III. METHODOLOGY

An overview of our method is illustrated in Fig. 3. We pro-
pose an Implicit Ray-Transformer (IRT) for remote sensing
scene semantic segmentation. The input of IRT is a group of
posed images and a limited number of pixel-wise annotations.
The output is the segmentation label maps of any novel views.
It includes a two-stage learning process. In the first stage,
we optimize a color-INR model using all posed images. The
input of ®, is the position and view direction of sampled
points along a random ray from the voxelized space of the
scene. The output is the color and density attribute of each
point. Then we use volume rendering to render the final
pixel color of the corresponding ray. In the second stage,
we distillate the point features from @, and convert the
color features into semantic features using a memory-friendly
transformer named Ray-Tranformer. In the Ray-Transformer,
we take the additional CNN features as an additional texture
token to broadcast the texture information into other point
features. Similarly, we render the semantic attribute of all
the points along a ray and get the final ray-semantic features
of the corresponding ray. In order to further complete the
missing semantic information under the sparse annotations,
we combine the ray-semantic features with CNN features to
get the final pixel class prediction. The inference detail of IRT
is shown in Algorithm 1.

A. Coordinate System Conversion

In our method, an important and fundamental operation
is to sample points along a ray. Four coordinate systems
and their related transformations are involved in solving the
direction of the rays composed of the camera origin and the
pixels in the image. The four coordinate systems include the
pixel coordinate system, image coordinate system, camera
coordinate system, and world coordinate system. Therefore,
in this subsection, we first introduce transformations between
different coordinate systems.

Algorithm 1: Implicit Ray-Transformer for R4S

Imput: {(I,,,C,,,L,,)ln=1: Nym=1: M} (N
images(/) with camera parameters(C) and M
labels (L))

Input: Iteration; (iterate number in stepl)

Input: Tterationy (iterate number in step2)

Output: IRT

Output: S (novel view segmentation)

1 //training

2 /I stepl: Color-INR construction

3 for ¢ in 1 : Iteration; do

4 / select a training image from I,

5 I;, C; = Sample(I,,, Cy,)

6 /I select B training points in I; with C;
7 (x,y,2, @, 3)B = SamplePoints(I;, C;)
8 /lrender color results

9 color® = R(®4(®,(x,y,2)", (o, B)B))
10 //gradient descent to optimize Color-INR
11 end

12 //step2: Seg-INR construction

13 for j in 1: Iteration, do

14 // select a training image from L,,
15 Lj, Cj = Sample(Lm, Cn)

16 /1 select B training points in I; with C}
17 (x,y,2)® = SamplePoints(L;, C;)
18 /lrender semantic results

19 //(® r:Ray-Transformer, ®:CNN)

20 color® = R(®r(Ps(x,y,2)B, ®8))

21 //gradient descent to optimize Seg-INR
22 end

23 //inference

24 //render segmentation result from novel view
35 S = IRT((x,y,2)*!)

The pixel coordinate system represents the projection of a
3D space object on the image plane. The coordinate origin
is in the upper left corner of the CCD image plane. We
take (u,v) to represent the pixel coordinate. The origin of
the image coordinate system is in the center of the CCD
image plane, and its horizontal and vertical axes are parallel
to the pixel coordinate system. We take (x,y) to represent
the image coordinate. The conversion relationship between the
pixel coordinate system and the image coordinate system is
defined as follows:

U i 0 w] [z
vl =10 di vol| |y 1)
1 0 0 1 1

where d,, and d,, respectively represent the width and height of
a pixel corresponding to the photosensitive point. The camera
coordinate system takes the optical center of the camera as the
origin of the coordinate system. x., y. axes are parallel to the
x and y axes of the image coordinate system. The optical axis
of the camera is set to the z. axis and the coordinate system
follows the right-hand rule.
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Fig. 3. The overview of the proposed model. The cameras on the left part of the figure represent different capturing positions. The black cameras represent
only acquiring RGB images, and the red camera represents acquiring an RGB image and its corresponding label. The Color-INR takes all the posed images
as input and optimizes the &5 and ®4 to implicitly represent the scene. The 3D structure priors are encoded into the point features. The Seg-INR uses our
designed Ray-Transformer to integrate and then convert the point features into ray-semantic features. In order to fully use the texture features in RGB images,
we add a CNN token into the Ray-Transformer to complete information from unseen viewpoints. Finally, we can achieve novel view segmentation under

sparse labels for the R4S task.

The camera coordinate system to the image coordinate sys-
tem follows a perspective transformation relationship, which
can be represented by using similar triangles:

P f 0 0 o] " e
lyl=10 f 0 0 Z — [K|0] ‘Z )
1 00 f of|F ’

where f is the focal length and K is the intrinsic parameter
matrix of the camera. The world coordinate system can be
obtained from the camera coordinate system through rotation
and translation:

e Han

Ye| _ | Rt |yw

Zc n |:01 X3 1:| Zw (3)
1 1

where R is the rotation matrix and ¢ is the translation matrix.
[R|t] are the extrinsic parameters of the camera. T, Y,
and z,, are the absolute coordinates of space objects in the
world coordinate system. In our work, we use COLMAP [69]
to estimate the intrinsic and extrinsic parameters of each
viewpoint.

B. Color-INR

In this subsection, we introduce the details of Color Implicit
Neural Representations (Color-INR), where the 3D structure
information of the scene is encoded into the density attribute
and the color information is encoded into the color attribute.

The Color-INR represents a scene as a neural volume field
by sampling points along the rays that pass through the center
of the camera and each pixel in the input image (see detail
in Fig. 3). The position (z,y, 2) of each sampled point and
view direction (6, ) of each ray are encoded by a positional
encoding layer and then fed into a set of spatial-MLPs & and
direction-MLPs ®:

¢,0 = P4(Ps(,y,2),0,0)) )

where the output ¢ and o are the color attribute and den-
sity attribute respectively. The color attribute represents the
(R, G, B) component and the density attribute represents the
probability of light passing through this point, which can be
considered as the weight of the color attribute and can be
further processed to the depth attribute or the mesh results.
Subsequently, we render all the density and color attributes
along a ray and get the ray-color value C (r) by a discretized
volume fraction:

C’(r) = iexp ( — iaj0j> (1 — exp (faialv))ci 5)

where «; is the interval distance between the ¢ point and the
i+1 point. C (r) is the predicted color of the pixel on the image
space corresponding to the ray r. We optimize the weights of
MLPs by minimizing the sum of the square difference of all
input pixel values and all rendered output:

Lo = [IC() = C(I] ©

rER



where R is the set of all the sampling rays. After continuously
optimizing the color attribute and density attribute of the
sampling points in the rays, we finally get an implicit neural
representation of the target scene. The geometry information
of the scene is decoded into the density attribute of all sampled
points. For example, we can render the depth map or the
mesh result [70] only using the density attribute, as shown
in Fig. 1(c). Due to the continuity of the spatial attributes in
the high-dimensional space, we can also render novel view
images that are not included in the training views.

C. Seg-INR

In the proposed Seg-INR, we utilize the 3D structure priors,
encoded in the point features, to achieve novel view segmen-
tation. For the simplicity of the network structure design, we
freeze the weights of ®, and then convert the 3D structure
priors (the point features extracted in ®s) to the ray-semantic
features. This operation also avoids repeated training of the
®, when adding new annotations. However, this will add
difficulties to make full use of the texture in RGB images and
complete the semantic information from unseen viewpoints. In
addition, the color attributes change with the viewing angle,
but the semantic attributes of points along a ray are ideally
consistent from different viewing angles.

To address the above problems, we first eliminate the di-
rection information (@, 8) and then design a memory-friendly
Ray-Transformer to integrate the density features. Specifically,
we take the CNN features as an additional token into the Ray-
Transformer to broadcast the texture information. Finally, we
combine the CNN features with ray-semantic features and feed
the results to a Seg-Header to produce the final segmentation
output.

Memory-friendly Ray-Transformer: The long-range at-
tention in a transformer is efficient for integrating the features
of points along a ray to keep semantic consistency. However,
integrating all the point features along a ray will cause two
drawbacks (Fig. 4): 1) The points with a low-density value in
object-free space contribute less to the color-class conversion
and have non-uniform semantic attributes in different rays. The
object-free space refers to the space beyond objects. In this
space, the sampling point is far away from the object’s surface.
The points in object-free space may have different semantic
attributes from different view directions; 2) The computational
complexity of the transformer will be greatly increased by
adding more input tokens. Considering the above drawbacks,
we design a memory-friendly transformer to effectively inte-
grate and transfer the color features into semantic features.

In the memory-friendly transformer, a density-based selec-
tion layer is designed, which first selects k (k< the number
of sampled points) valid points along a ray according to the
density values output from the ®,. Then the ray features (the
penultimate linear layer output from @) of the valid points are
sent into a transformer encoder, which consists of multi-head
self-attention (MSA) layers and MLP blocks. Specifically, we
only integrate the 3D context relationship along a ray instead
of in the h X w plane. At each layer, [, the query, key, and value

The distribution of density value

w
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Fig. 4. The left image shows the three randomly selected rays and the right
image is the density curve of the three rays. We can find that the density of
most points is relatively low, which represents points in the object-free space.
These points contribute very little to the result. The places with high-density
values (black circles) represent the space near the surface of the object, and
the places with small-density values represent the space outside or inside the
object.

features of each selected valid point feature F' are extracted
by the MLP blocks:

Qi =Fx W/,
K, =F x W}, (7)
‘/l:FXle

The self-attention at layer [ is formulated as:

Att(Qy, K1, Vi) = softmax (Q’KlT ) Vi ®)
C vd
where d is the dimension number of features.

The self-attention mechanism globally considers all the
input point features, which is suitable for keeping the con-
sistency of semantic attributes of points along a ray. The core
idea of the transformer encoder is the multi-head self-attention
(MSA) which explores the multiple-mode relationship to make
the model more robust. The MSA performs multiple indepen-
dent self-attention heads in parallel, the outputs of the heads
are concatenated and then projected into the final semantic
feature of each point.

MSA(F) = concat(heady, heada, ..., head,,),

9
head; = Att(Qy, K1, V) ®

The point feature integration operation in the vanilla trans-
former is more effective for the seen viewpoints but not
efficient enough for unseen viewpoints. In order to complete
the texture information from unseen viewpoints, we further
design a CNN module: ®.,, as a texture extractor. We take
the CNN feature point corresponding to the training ray as an
additional texture token to broadcast the texture information
to other tokens in the transformer.

51,82, ...,8, = RT(r1,72,...,7,0) (10)

where r1,...,7, are the INR features and c is the CNN
feature. RT is the Ray-Transformer. We name this combination
of networks as Ray-Transformer with Texture (RTT) (Fig. 3).

After that, a semantic feature render takes the converted
features as input and the density value from frozen ®, as



the weights and renders the final ray-semantic features of the
training ray:

5 r) = iexp ( — iajaj) (1 — exp (—aiai))si (11)
i=1 j=1

where s; is the points feature from the Ray-Transformer, o;
is the valid alpha after the selection layer. With the S, (r), we
can simply feed it into a seg-head to get the class prediction.

Semantic information completion: After the semantic in-
formation is introduced into the INR space by RTT, we explore
another way to further complete the semantic information in
novel viewpoints. We combine the CNN features from ®.,,,
with the ray-semantic features S’s(r) and we select the feature
points corresponding to the training rays to align with the ray-
semantic features:

Cs(r) = select, (Pepnn (RGB)) (12)

The ®.,, is supervised by the labels and generalizes to
unlabeled viewpoints. The ®.,, can complete the missing
information in the novel viewpoints, which is important to
generate detail-rich results. Finally, we feed the fused features
into a seg-head that consists of a linear prediction layer:

S‘c(r) = concaf(é's(r), Cs(r)),
S’(r) = Segn(S.(r))

With the 3D ray-semantic features, the ®.,, easily learns
robust features using a simple structure. The experiments
show that the further combination can greatly improve the
performance of the model.

13)

D. Implementation Details

Network Details. In the color-INR, we adopt the two-stage
point sampling strategy by following NeRF++ [14]. First, we
sample 64 spatial points on a ray, and the MLP outputs the
density value corresponding to each point. Given the output,
we then use importance sampling to sample more spatial points
near places with high-density values and fewer points near
places with small-density values. Finally, 128 spatial positions
are additionally sampled, resulting in 194 spatial positions. In
seg-INR, we only fine-tune the point features in the second
stage to accelerate training and inference. The color attribute is
the three-dimensional vector and the density attribute is a one-
dimensional value. The feature dimension of the penultimate
linear layer in ®s is 128. In detail, the layer number of the
®s is 8 and the layer number of the ®d is 2. In the Ray-
Transformer, we set the layer number of the transformer to 2
and set the number of valid points in a ray to 10. The channel
number of the encoder in Ray-Transformer is 128. We use
three convectional layers in the additional CNN network. The
size of the convolution kernel of each layer is 3 x 3, and the
number of channels of each layer feature is {3, 16, 32}. It
is noted that the CNN network and the Ray-Transformer are
trained in an end-to-end manner.

Loss function. In the Color-INR, we minimize the L, g
to optimize the & and ®4. In the Seg-INR, we minimize
the cross-entropy loss L to optimize the Ray-Transformer

parameters. Specially, we add an extra loss L., to ensure
the accuracy of the CNN features. Formally, the loss function
is defined as:

‘Cseg = £s + ﬁcnn (14)
where the £, and L., are defined as follows:
--3 [Zsl )log S%( )} (15)
reR =1
Lomn=- [Zsl )log C,' (1) (16)
reR =1

where L is the number of classes.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. Dataset and Metrics

In our experiment, we construct a large and challenging
dataset for the multi-view remote sensing image segmentation
task. In our dataset, we collect six synthetic sub-datasets using
the CARLA platform and three real sub-datasets from Google
Maps. We simulate the video shot around the target scene
by recording the screen of Google Maps, and then take key
frames of the video at equal intervals to get about 100 images
from different shooting angles. For each image, we manually
annotate each pixel. The results are used as the ground truth to
compare the metrics of each method. For the real sub-datasets,
we use the scale of Google Maps and the size of typical
features to calculate that a pixel represents about 0.5 meters
to 0.7 meters. CARLA is an unmanned driving simulation
platform that can provide corresponding labels for the RGB
images. We use CARLA’s free view function to simulate drone
shooting and collect RGB images and the corresponding labels
to each view. Then we select about 100 images that evenly
surround the target scene. The dataset contains 865 images
and the size of each image is 512 x 512 pixels. Table I
shows that only 2% to 6% of the images in the training
set have corresponding labels. The dataset contains scenes at
multiple scales, ranging from a number of buildings to an
entire town. The annotations of the synthetic data are provided
by CARLA, including 20 types of ground objects such as
buildings, roads, zebra crossings, vegetation, and so on. The
real datasets include more than 7 types of common ground
objects such as buildings, roads, and vehicles. Among them,
due to the automatic labeling of the CARLA platform, the
labels in the synthetic datasets are more refined (The category
details can be viewed on our project homepage).

Our method samples spatial points in the space correspond-
ing to all views in the Color-INR stage, and uses RGB images
to optimize the density attribute and color attribute of each
point. In the Seg-INR stage, we sample spatial points in the
space belonging to a small number of selected views and
optimize the Ray-Transformer with labels corresponding to
these views. Based on the above method, our datasets pose
three challenges to the multi-view image segmentation task.
The first challenge is the limited annotations, where the labeled
images only occupy 2% - 6% of the whole training set. The
second challenge is the category imbalance problem. The third



TABLE I
DETAILS OF THE SYNTHETIC AND REAL DATASET.

| #views labeling ratio  #classes
sys #1 100 3% 20
sys #2 100 4% 18
sys #3 100 5% 20
sys #4 80 6% 19
sys #5 85 6% 19
sys #6 100 5% 18
real #1 100 2% 5
real #2 100 2% 3
real #3 100 2% 3

challenge is that different ground objects may have similar
textures and contain some densely located ground objects,
which are difficult to distinguish, as shown in Fig. 5. We can
find that building roofs and roads have similar textures, and
there are also some densely parked cars.

Fig. 5. The first row are the data samples in sys #1; The second row are the
data samples in sys #2; The last row are the data samples in real #1.

In our experiment, we use mean Intersection over Union
(MIoU), the most commonly used segmentation metric, to
compare the performance of different methods:

TP
FP+ FN+TP

where the T'P is the true positive, F'P is the false positive,
F'N is the false negative.

MIoU = (17)

B. Comparison Methods

In order to verify the effectiveness of our method, we choose
the following methods for comparative experiments. All com-
parative methods are retrained on the proposed datasets to
ensure fairness. Besides, we also compare different strategies
to introduce texture information into the INR space. The
baseline strategy [45] performs both color reconstruction and
semantic segmentation. It utilizes two MLP heads to process
the spatial features and simultaneously predict RGB values

and semantic values. In final, the baseline strategy uses a
uniform renderer function to render color results and semantic
segmentation. Another two-stage strategy is to reconstruct
color information first and then convert it into segmentation
[48]. We also compare three different approaches to using a
transformer to integrate point features based on the above two-
stage strategy. The first approach is to use a transformer to
simply integrate long-range point features along a training
ray to obtain semantic features; the second approach is to
design a spatial CNN token and broadcast texture information
from an input RGB image into other tokens; the final way
is to further concatenate the CNN features with integrated
features by the transformer to enhance the detail of the texture
information. In addition to the above variants, we also conduct
a horizontal comparison with methods published in recent
years. The comparison methods are as follows:

1) SegNet [71]: a CNN-based semantic segmentation
method that uses an encoder-decoder architecture;

2) Unet [4]: a CNN-based semantic segmentation method
that adopts the skip-connection to keep the detailed
information in encoder layers;

3) DANet [6]: a CNN-based semantic segmentation method
that proposes a dual attention mechanism to adaptively
integrate local features and global dependencies;

4) DeepLabv3 [5]: a CNN-based semantic segmentation
method that uses the dilated convolutions to effectively
enlarge the receptive field;

5) SETR [61]: a transformer-based semantic segmentation
method;

6) Sem-NeRF [45]: the first NeRF-based model for indoor
image semantic segmentation;

7) Color-NeRF [48]: a NeRF-based method for seman-
tic segmentation that adds an additional color-radiance
network to fuse the pixel-level color information for
improving the NeRF-based segmentation;

8) IRT (B): Our baseline method which transforms the color
features into semantic features only by fine-tuning;

9) IRT (R1T5): A variant of our method that integrates the
point features along a ray based on the baseline by a
two-layer transformer;

10) IRT (RTs): A variant of our method that has a similar
configuration with IRT (RT%) except the number of
transformer layers is set to 6;

11) IRT (RTT): A variant of our method where we take the
CNN features as semantic guidance based on IRT (RT5);

12) IRT (RTC): A variant of our method where we combine
the ray features and CNN features produced by the Ray-
Transformer based on IRT (R7T5);

13) IRT (RTTC): A variant of our method where we combine
the ray features and CNN features produced by the RTT.

C. Overall Comparison Results

Qualitative and Quantitative Results In Fig. 6, we show
the qualitative results of CNN-based and INR-based methods.
The results show that the INR-based methods get better results
than the CNN-based methods. Although Unet has the best
performance among all CNN-based methods, it still fails in
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Fig. 6. In the CNN-based methods, Unet has the best performance but it still fails in real scenes. Compared to other methods, our method generates more
accurate and complete results, such as zebra crossings, small trees, and traffic lights. The advantage is the introduction of texture information from the
Ray-Transformer. At the same time, our method achieves more robustness in the multi-scale object. This is due to the continuity of spatial attributes in the

high dimension. From top to bottom, the images of each row are from scenes sys #1, sys #2, sys #3, sys #4, sys #5, sys #6, real #1, real #2, real #3

the datasets of objects with similar textures. The key reason
is that CNN-based methods only emphasize two-dimensional
information. This leads to these methods requiring a large
number of annotations to extract discriminative texture fea-
tures to distinguish similar ground objects. For example, in real
#2, the background and the bridges have similar textures, and
the Unet cannot distinguish the two types of ground features
well. In real #3, the roads and the background are almost
indistinguishable. If only using the 2D texture features, the
Unet cannot generate the complete path. On the contrary,
in real #1, the textures of buildings, backgrounds, and other
subclasses vary greatly, so the Unet performs better on this

dataset. The above results also verify the correctness of our
analysis. Our method with the implicit 3D information from
Color-INR is more powerful to distinguish similar textures
for various scenes. The key advantage is that we take the
3D structure into consideration to help the model distinguish
the objects in different depths. Compared to Sem-NeRF, our
method can generate more detailed and clearer segmentation
of small-scale objects, such as zebra crossing, small trees,
and traffic-lights. Our method also successfully achieves dense
object segmentation in real #1. At the same time, our method
can generate complete and accurate big-scale object segmen-
tation, such as the building in sys #5. The adaptability of



TABLE II
MIoU METRIC OF DIFFERENT METHODS ON EACH SUB-DATASET.

Methods \ sys #1  sys #2  sys#3  sys#4  sys#5 sys#6 real #1 real #2 real #3 AVG
SegNet 11.79 13.21 10.81 26.71 8.21 18.77 8.67 27.88 18.84 16.10
Unet 23.92 31.73 42.26 41.79 26.63 38.72 64.94 49.95 68.33  43.14
DANet 9.73 13.91 16.62 26.78 8.53 15.79 35.71 49.13 3430 2339
Deeplab 18.89 16.64 19.96 30.42 11.90 20.52 39.35 41.37 5237 2794
SETR 10.34 10.71 12.45 21.13 8.90 13.97 36.26 31.04 26.07 18.99
Sem-NeRF 55.73 34.81 49.82 5724 4144 4185 11.64 18.78 19.76  36.79
Color-NeRF | 58.03 38.46 50.86 59.14 43777 4353 62.04 85.85 69.92  56.84
IRT(B) 53.12 33.95 44.69 55.30 39.08 41.20 60.65 83.40 69.37 5342
IRT(RT?) 53.70 34.97 44.97 55.47 39.09 41.50 60.96 83.58 7098 5391
IRT(RT%) 52.70 34.97 44.60 55.65 39.57 4231 60.51 83.57 7137  53.92
IRT(RTT) 54.39 41.65 51.79 57.98 41.28 46.99 65.61 85.98 71.71  57.49
IRT(RTC) 57.61 42.19 49.43 60.33 42.43 45.15 65.51 86.06 62.06  56.75
IRT(RTTC) 57.86 43.23 53.47 59.98 43.73 48.59 65.84 84.31 71.02  58.67

our method at multiple scales is due to the continuity of
high-dimensional spatial properties, which do not depend on
the resolution. It is noticed that Sem-INR fails in real sub-
datasets. This is due to the poor ability of the vanilla NeRF-
based method to reconstruct the scenes with larger differences
between foreground and background.

From Table II, we can find that the INR-based methods
get a higher MIoU score than CNN-based methods in all sub-
datasets. Compared to Unet which has the best performance in
CNN-based methods, the proposed IRT outperforms the Unet
by 15.5% on the average MIoU. Compared to the Sem-NeRF,
our method outperforms it by 21.87% in average MloU. Our
results also outperform the Color-NeRF by 1.81% in average
MIoU. Our method shows greater superiority on synthetic
data, suggesting that IRT is more robust to the cases with
more classes and detailed annotations. Further comparisons
along synthetic sub-datasets show that with the introduction of
texture information, our model further improves on generating
detailed results for high-resolution images.

The mean score of each class in different datasets
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Fig. 7. The avg MIoU of each class in sub-datasets. The result shows that
the proposed method is more friendly to the classes with a small number of
annotations.

In Fig. 7 and Fig. 8, we show the statistical results at the cat-

egory level and dataset level. Fig. 7 shows the average MIoU
across six synthetic sub-datasets for each category. Taking
the building category as an example, the statistical method
is %Z?Zl M1IoU;. MIoU; represents the MIoU metric of
the building category in i, synthetic sub-dataset. The labels
of the synthetic sub-datasets are provided by the CARLA
platform with unified semantics but our manually annotated
real datasets do not have unified semantics. In addition, com-
pared with real datasets, synthetic datasets have more obvious
differences in the number distribution of different categories
and contain more subcategories. Based on the above, we only
perform statistics on synthetic sub-datasets. With Fig. 7, we
find that the category with a large number of samples usually
has a higher value of MIoU. We further find that our method
has more advantages in classifying categories with a small
number of samples and even with only a few pixel labels
(e.g., Traffic-Sign category). In addition, we also counted the
distribution of the different methods’ MIoU metric in nine
sub-datasets and make a box plot for display. Fig. 8 shows
that our method generally performs better than other methods.
Comparing Color-NeRF which is close to our value, we can
find that our method has a higher lower line than it, and the
index values of different sub-datasets are more concentrated,
which means our method is more stable in different scenarios.

Semantic Consistency. We compare the consistency of the
segmentation results of different methods, including Unet,
Sem-NeRF, Color-NeRF, and ours. In Fig. 9, we can see
that Unet has low accuracy in classifying buildings from the
first few viewpoints, and since it processes images from each
viewpoint separately, it does not maintain view consistency.
On the contrary, our methods work in the 3D INR space
and mainly take the location of spatial points as the input,
therefore, presenting better view consistency. Color-NeRF will
misclassify buildings (gray labels) as roads (purple labels),
and the results are less consistent in terms of perspective.
Since our method incorporates CNN features, it can achieve
more accurate results compared to Color-NeRF which only
extracts pixel color information. In addition, we can also find
that our method has a better representation of the structure of
the object. For example, the structure of the building is more
complete. The reason is that we introduce a transformer struc-



TABLE III
QUANTITATIVE COMPARISON OF USING DIFFERENT VALID POINTS IN THE RAY-TRANSFORMER.

number of points ‘ sys #1  sys #2  sys #3

sys #4

sys #5 sys #6 real #1 real #2  real #3

43.23
43.28

53.47
53.22

57.86
57.97

10 points
20 points

59.98
60.18

43.73
43.99

48.59
48.67

65.85
65.00

84.31
84.46

71.02
71.81

The boxplot of each method
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Fig. 8. The boxplot results of all methods. The QI, Q2, and Q3 values of
our method are higher. Q1: first quartile value of the result; Q2: the median
value of the result; Q3: the last quartile value of the results.

ture to enhance the semantic consistency of spatial points in
a ray, and we design a selection layer to remove the influence
of object-free points. Besides, since our method incorporates
CNN features, it can achieve more accurate results compared
to Color-NeRF which only extracts pixel color information.

D. Ablation Study

In this part, we conduct ablation experiments, mainly to
verify 1) the necessity of the CNN token, 2) the effectiveness
of the number of valid points in the Ray-Transformer, and
3) the necessity of the Color-INR. Our evaluation results are
shown in the lower part of Table II and Table III. The visual
results are shown in Fig. 10.

Ray-Transformer and CNN token. In Table II, the IRT
(RT5) and IRT (RTj) represent the vallina Ray-Transformer
with different encoder layers. Compared to the baseline model,
we can see that the vanilla Ray-Transformer only brings
minor improvement and the deeper transformer structure can
not further improve the performance. The reason is that the
vanilla Ray-Transformer, which mainly integrates the long-
range relationship of input tokens in ray space generates
more view consistency and detailed results but can not further
extract texture information to improve the performance greatly.

Although the vanilla transformer can not introduce extra
information, its structure is suitable for fusing different infor-
mation in different feature spaces, such as INR feature space
and CNN feature space. The accuracy boost of IRT (RTT)
suggests that the Ray-Transformer taking CNN tokens as input

is important for completing the missing information of novel
views under the sparse annotations. In addition, we also try to
introduce the texture features by combining the CNN feature
with the vanilla Ray-Transformer features (RTC). The result
is still improved, but not as much as the IRT (RTT). This
demonstrates the effectiveness of the transformer architecture.

With the combination of the CNN and Transformer, the
performance has been further improved and reached the SOTA.
In detail, we find that adding texture features is more effective
for the small-scale scenes, e.g. sys #2 and sys #3. We also
compare the difference between only adding the CNN token
into Ray-Transformer (IRT(RTT)) with combining the CNN
feature with ray-semantic features (IRT(RTC)). The results
show that broadcasting texture information in ray space is
more effective for small-scale scenes. The CNN features with
a larger receptive field are more effective in large-scale scenes,
e.g., sys #l.

The number of sampling points. we explored the influence
of the number of sampling points input in the Ray-Transformer
on the final segmentation result. As shown in Table III, we
tested two different settings: there are 10 or 20 sampling points
on a ray. we found out that increasing the number of points
from 10 to 20 improved the results, but very slightly. This
means that even if the number of spatial points sent to the Ray-
Transformer increases, the points belonging to the object-free
space among these points will have a very limited contribution
to the result, and will instead increase computing resources
and time exponentially. This further verifies the effectiveness
of the selection layer we added to the transformer structure.

The necessity of Color-INR. Fig. 10 shows the results
with and without Color-INR. Without extracting 3D priors
with Color-INR, we directly train Seg-INR using only a small
number of labels. From the results, it can be found that a rough
segmentation result can be obtained without Color-INR. For
example, most buildings and roads can be identified. But it
is difficult to identify some ground objects without obvious
distinguishing features. Furthermore, without 3D priors, it is
difficult for the network to obtain spatially continuous features.
For this reason, there are many holes and discontinuous
semantic labels in the result. The inaccuracy of spatial features
will further lead to the inability to distinguish similar ground
objects well. This result can also further validate that 3D
information is crucial for scene segmentation tasks with only
a small amount of supervised information.

E. Robust again Illumination and View Changes

In this part, we compare our method against CNN-based
methods on the robustness against illumination and view
changes.
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Fig. 9. The semantic-consistent results from sys #2. The results show that IRT can generate results with more accuracy and view consistency. The labels in

white boxes are not accurate or view-consistent.

Fig. 10. The left image shows the result without Color-INR and the right
image shows the result with Color-INR. Comparing the two results, we can
find that the Color-INR which encodes the 3D structure of the scene can
effectively keep the spatial-semantic continuity of the result.

Robustness against illumination changes. We randomly
change the intensity of the input images to simulate lighting
changes and test directly on the non-retrained CNN-based
models and our model. As shown in Table IV, the CNN-based
methods show weak adaptability to illumination changes.
In contrast, our method maintains the highest accuracy and
the smallest precision fluctuation among all methods. The

visualized result (Fig. 11) also suggests the above conclusion.
The robustness of our method mainly comes from the intro-
duced 3D structural information, which does not change with
illumination.

Robustness against view changes. We test the robustness
of our method on the novel views that were completely
uncovered by the training dataset. We use the viewpoints of sys
#2 to test the model trained in sys #1. Our model discretizes
the target scene by sampling spatial points on each ray in the
camera-to-ground direction. The model encodes the location
of each spatial point and generates corresponding density and
color attribute values. In the Seg-INR stage, spatial point den-
sity features are used as 3D priors to generate corresponding
semantic features. Different camera positions correspond to
different sampling points. In our dataset, 6 synthetic sub-
datasets cover shooting data at different heights and locations.
From Figure 6, it can be found that the heights taken in sys #1
and sys #2 are very different. We find that although the model
is trained on a high-altitude view (from sys #1), it can also
be directly tested on a never-trained low-altitude view (from
sys #2) with good results. As shown in Fig. 12, although our
model is trained on high-altitude scenes, it can still adapt to
low-altitude viewpoints and generate accurate results. At the
same time, it also means that our method has greater potential
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TABLE IV
MIoU METRIC OF DIFFERENT METHODS UNDER DARK ENVIRONMENT. MIOU/PERFORMANCE DROP(%)

Sub-Scenes ‘ SegNet Unet DANet Deeplab SETR Ours

sys #1 1.86  -84.22% | 446  -81.35% | 3.88 -60.12% | 741  -60.70% | 3.12  -69.82% | 46.17 -20.20%
sys #2 351 -73.42% | 682  -7850% | 532  -61.75% | 5.17 -6893% | 457 -5732% | 34.34 -20.56%
sys #3 211 -80.48% | 4.82  -8859% | 521  -68.65% | 637 -68.08% | 457 -63.29% | 39.23 -26.63%
sys #4 242 -9093% | 7.12  -82.96% 894  -66.61% | 1023 -6637% | 458  -7832% | 49.53 -17.42%
sys #5 346  -57.85% | 4.54  -8295% | 3.17 -62.83% | 4.87 -59.07% | 3.78  -57.52% | 29.70  -32.08%
sys #6 540  -71.23% | 486  -87.44% | 587  -62.82% | 735 -64.18% | 6.63  -52.54% | 35.07 -27.82%
real #1 501  -4221% | 829  -87.23% | 1556 -56.42% | 15776  -59.94% | 7.58  -79.09% | 58.56 -11.05%
real #2 1520 -4548% | 19.88 -60.20% | 20.75 -57.76% | 28.10 -32.07% | 19.07 -38.56% | 8294 -1.62%
real #3 16.75 -11.09% | 1583 -76.83% | 19.18 -44.08% | 29.60 -43.47% | 9.08 -65.17% | 67.90  -4.39%
AVG | 619 -61.88% | 851 -80.67% | 9.76  -60.12% | 1276  58.09% | 7.01  -62.40% | 49.27 -17.97%

Unet

Novel illumination

Fig. 11. We randomly change the intensity of the input images to simulate
lighting conditions in a dark environment and test them with non-retrained
models. The results show that our method significantly outperforms the CNN-
based method.

in handling images of different resolutions caused by shooting
at different heights.

V. CONCLUSION

In this paper, we consider multi-view remote sensing image
segmentation under sparse annotations and propose a new
method based on implicit neural representations and trans-
formers. We optimize the implicit volume representation of
the 3D scene by fitting the posed RGB images into a neural
network. Then a Ray-Transformer network combines the CNN
features with the 3D volume representation to complete the
missing information of the unknown views. To achieve this,
we also introduce a challenging dataset for the R4S task.
Extensive experimental results verify the effectiveness of our

Fig. 12. Our model is trained on sys #1 views and directly tested on view
from sys #2 . The left part shows the corresponding RGB image that we
tested directly on the untrained view, and the right part shows the result of
our segmentation of the left image.

proposed method. The results demonstrate that our method
outperforms other CNN-based methods in terms of both accu-
racy and robustness. We also compare different strategies to
add texture information into INR feature space and show the
effectiveness of the transformer structure for this task. Finally,
our empirical results also indicate the robustness of our method
against illumination and viewpoint changes in the scene.
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