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Abstract

Multiobjective optimization aims at addressing the conflicting objectives, which has been introduced to improve

the performance of sparse hyperspectral unmixing. Recently proposed multiobjective unmixing methods usually

employ evolutionary algorithms to improve the unmixing accuracy. However, evolutionary algorithms may suffer

the challenge of convergence, in which case the reasonability of the solutions is hard to guarantee. To solve the

problem of convergence, in this paper, we present a new gradient-based multiobjective unmixing method, which

explores the optimization direction in a theoretically reliable manner. Furthermore, considering the mathematical

model of hyperspectral sparse unmixing where sparsity error objective of selected endmembers is discrete, we develop

a greedy hash based coding approach which is able to well describe the discrete constraints imposed on endmembers.

The major components of the proposed method are a search approach and an update approach. In the search approach,

we construct the pareto descent direction via a gradient-based strategy, which contributes to converging to an optimal

continuous solution by searching along this direction. In the update approach, we update discrete binary endmember

via hash coding under the guidance of greedy principle, which allows our method to handle the problem of discrete

objective. The major contribution of the proposed method is designing a new framework that can get the optimal

discrete endmembers in a convergent way. Moreover, we provide the theoretical analysis and proof for the convergence.

Synthetic and real-world experiments have indicated the advantages of our algorithm when compared with evolutionary

multiobjective unmixing methods.

Index Terms

Hyperspectral unmixing, multi-objective optimization, convergence, greedy hash

The work was supported by the National Key Research and Development Program of China under Grant 2022ZD0160401, the National Natural

Science Foundation of China under the Grant 62001251, 62001252 and 62272248, and the Beijing-Tianjin-Hebei Basic Research Cooperation

Project under the Grant F2021203109. (Corresponding author: Bin Pan)

Ruiying Li and Bin Pan (corresponding author) are with the School of Statistics and Data Science, KLMDASR, LEBPS, and LPMC, Nankai

University, Tianjin 300071, China. (e-mail: liruiying@mail.nankai.edu.cn; panbin@nankai.edu.cn).

Xia Xu and Tao Li are with the College of Computer Science, Nankai University, Tianjin 300071, China (e-mail: xuxia@nankai.edu.cn;

litao@nankai.edu.cn).

Zhenwei Shi is with the image Processing Center, School of Astronautics, Beihang University, Beijing 100191, China (e-mail: shizhen-

wei@buaa.edu.cn).



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 2

I. INTRODUCTION

Hyperspectral remote sensing image carries consecutive spectral information of the land-covers and can provide

abundant spectral information in many applications [1], [2]. However, the problem of low resolution in hyperspectral

images (HSI) is inevitably as these images are generally acquired by satellites from high altitude, which results

in mixing pixels [3], [4]. Mixing pixels can be separated to explore the pure materials spectra by hyperspectral

unmixing, which is currently related to the different type of model assumptions [5]. The mixing model assumptions

can be described as a linear mixing model (LMM) or a nonlinear mixing model [6]–[8]. LMM is easily implemented

as it supposes that the collected spectral is consist of several pure spectra (endmembers) weighted by their

corresponding fractions (abundances) in the form of linear way.

Linear mixing model, because of its simplicity and flexibility, has promoted a large amount of researches. These

researches can be roughly divided into five kinds of unmixing methods [5], [9]. Geometrical approaches usually

extract pure spectra by maximizing the simplex of the data [10]–[14]. The statistical unmixing method relies on a

probability distribution [15]–[17]. Nonnegative matrix decomposition describes observed image data to endmembers

and abundance by factorizing HSI into two low-rank nonnegative matrices [18]–[22]. A large number of deep

learning unmixing methods were based on autoencoder [23]–[27]. Sparse regression-based unmixing utilizes the set

of prior spectral signatures, which named as spectral library A. This known spectral library is assumed to contain

all materials in observed HSI whose number of endmembers is usually very small compared to the dimensionality

of A [28], [29].

Due to the independence to pure pixels, sparse unmixing has obtained great interest among researchers since

proposed. One of the mainly used approaches is aimed at solving l0-norm minimization problem [30]–[33]. The

spectral a priori information was adopted in [34] to improve unmixing accuracy. In order to get better unmix-

ing performance, spectral variability, total variation regularization, nonlocal spatial information, and collaborative

sparsity among neighboring pixels were used to exploit the information presented in HSI [?], [35]–[41].

However, the contradiction of objective functions makes the adjustment of regularization parameters a difficulty in

sparse unmixing. To address this open issue, multiobjective optimization methods have been designed for hyperspec-

tral unmixing [42]–[44]. We regard hyperspectral unmixing problem as a multiobjective optimization problem (MOP)

because of its two objectives, namely reconstruction error and sparsity error. In this case, we can minimize conflicting

objectives simultaneously without setting the weight coefficient [45]–[48]. Several multiobjective unmixing methods

have been designed under the basis of traditional evolutionary algorithms (EA) to extract endmembers [49]–[53].

In spite of their advantages, EA applied in multiobjective unmixing are unable to get the convergence.

Recently, researchers have attempted to tackle MOP in a convergent way by adopting multiobjective gradient

descent algorithms [54]–[57], which became the motivation of our work. Multiobjective gradient descent algorithms

can be regarded as natural extension of single objective gradient descent, which construct the optimization direction

to search optimal solution and get convergence [56]. Although these algorithms can handle MOP effectively, it

is not feasible to directly adopt them in hyperspectral unmixing as there is a general problem: Endmembers are

expected to be binary so that they can corresponding to an encoded spectral library. However, existing gradient-based
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multiobjective methods for MOP can not directly address discrete constraints imposed on decision vectors.

In this paper, we propose a gradient-based multiobjective unmixing method, which simultaneously handles the

problem of convergence and the discrete constraints imposed on endmembers. The proposed method that abbreviated

as Gradient-based Multi-Objective method with Greedy Hash (GMOGH) mainly includes a search approach and an

update approach. The gradient-based search approach contributes to converging to an optimal continuous solution

by searching along a pareto descent direction, which is constructed via a gradient-based strategy with multiobjective

gradient functions. In order to handle the problem of discrete objective and update discrete binary endmember, the

hash-based update approach develops a hash coding strategy under the guidance of greedy principle. Moreover, we

provide the theoretical analysis to prove the convergence of GMOGH. Overall, the major contributions of GMOGH

can be summarized as follows:

• We develop a gradient-based search approach, which could construct a pareto descent direction to solve the

problem of convergence.

• We provide a hash-based update approach to describe the discrete constraints improsed on endmembers by

greedy hash coding.

• We present theoretical proof to support the convergence of GMOGH.

The remainder of this paper is structured as follows. Section II expresses the background containing LMM, sparse

unmixing and mathematical description of multiobjective optimization. Section III presents the proposed algorithm

and theory. Section IV describes the experimental results on both synthetic data sets and real data sets. The code

is available online1.

II. BACKGROUND

In this section, we briefly introduce LMM, sparse unmixing and mathematical description of multiobjective

optimization.

A. Linear Mixing Model

Let yi ∈ RL×1 indicates the spectrum of ith mixed pixel in observed HSI, which can be estimated by a

combination of endmembers [5]. This combination is expressed in a linear way:

yi = Mxi + wi (1)

where L denotes the number of bands, M = {m1, ...,mN} ∈ RL×N denotes the mixed matrix, mj denotes the

jth endmember and N denotes total number of endmembers. xi ∈ RN×1 denotes abundance and wi denotes noise

or error. If the observed HSI includes B mixed pixels, then it can be described as:

Y = MX +W (2)

where Y = {y1, y2, ..., yB} indicates the observed spectrum, X = {x1, x2, ..., xB} indicates abundance matrix,

M indicates endmember matrix, W = {w1, w2, ..., wB} indicates noise. Considering the abundance fractions

1Code is released at https://levir.buaa.edu.cn/Publication.htm
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geometrically, abundance nonnegativity constraint (ANC) and abundance sum-to-one constraint (ASC) should be

applied.

ANC : X ≥ 0 (3a)

ASC : 1TNA = 1TB (3b)

It should be noted that [31] claims ASC is a strong constraint, and an automatic imposition to a generalized ASC

is given by ANC. Then we only consider ANC in this paper.

B. Sparse Unmixing

Sparse unmixing is an unmixing method based on LMM, which assumes that a known spectral library is obtained

from prior information and many spectral samples are contained in it. Let A ∈ RN×m denote this library, which

means that there are m spectral samples and N spectral bands in A. Under this assumption, a portion of these

known spectral samples can be combined into observed HSI in a linear manner. The selected spectral samples is

a very small fraction of endmembers present in A, which is sparse. Sparse representation can be factored into the

unmixing problem, whose goal then goes from selecting real endmembers to finding the optimal known samples

in spectral library A. Let X ∈ Rm indicates fractional abundance, then hyperspectral unmixing is rewritten as

min
X
∥X∥0

s.t. ∥Y −AX∥F ≤ δ and X ≥ 0

(4)

Since problem (4) is NP-hard, it is often transformed into a l1-norm relaxation problem with regularization

min
X

1

2
∥Y −AX∥F + λ ∥X∥1

s.t.X ≥ 0

(5)

In this case, the results of sparse unmixing largely depend on the regular term coefficient λ, which needs to be

set manually. Therefore, the selection of weight coefficient becomes a major difficulty in sparse unmixing.

C. Mathematical Description of Multiobjective Optimization

In MOP, we are interested in minimizing many conflicting ovjectives simultaneously. Assuming there exists N

objectives need to be optimized, MOP can be expressed as:

minF (x) = [f1(x), f2(x), ..., fN (x)]
T

X ∈ Ω
(6)

where x is the decision variable and Ω is the decision space [51]. It is hard to improve all the objective functions

simultaneously in MOP since objectives are conflicting, which means that a decrement in one function must be

accompanied by an increment of other functions. Thus MOP is aimed at finding a Pareto optimal which brings all

objectives a balance. The relevant definitions are as follows.



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 5

Fig. 1. The flowchart of GMOGH: a simplified illustration for the optimization process works on elements selection.

Definition 1 (Pareto dominate): α and β are termed as decision vectors in a minimum optimization problem, α

is said to dominate β, noted as α ≺ β if and only if

∀i ∈ {1, 2, ..., N} : fi(α) ≤ fi(β)

∧ ∃j ∈ {1, 2, ..., N} : fj(α) < fj(β)
(7)

Definition 2 (Pareto optimal): Decision vector α is called Pareto optimal if and only if:

∀α
′
∈ Ω : α ≺ α

′

regarding the whole parameter space Ω
(8)

Definition 3 (Pareto set): The collection of Pareto optimal points are called the Pareto set:{
α∗|∀α

′
∈ Ω : α∗ ≺ α

′
}

(9)

Definition 4 (Pareto front): The collection of function values F (α∗) of all the Pareto points α∗ is called the

Pareto front:

{F (α∗)|α∗ ∈ Pareto Set} (10)

Definition 5 (Descent Direction): d = (d1, d2, ..., dm) is called a Descent Direction in MOP if d satisfies:

(−▽ fi(x))
T d ≥ 0, i = (1, ..., N) (11)
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III. METHODOLOGY

In this section, a gradient-based multiobjective model is proposed for hyperspectral unmixing problem (5).

However, we first regard sparse unmixing problem (5) as two conflicting objectives: ∥Y −AX∥F measures the

error between real image data and reconstructed image data and λ ∥X∥1 is the endmember sparsity. Then the sparse

unmixing problem (5) with two objectives can be expressed as a multiobjective optimization problem:

min
s

F (s) = [f1(s), f2(s)]
T

f1(s) = ∥Y −AsXs∥F

f2(s) = | ∥s∥1 − k|

s.t. s ∈ {0, 1}m

(12)

It should be noted that problem (12) is not a simple transformation for problem (5). We consider unmixing problem

as a binary vector optimization problem by encoding the whole spectral library [52]. s = [s1, s2, ..., sm] ∈ {0, 1}m

is a binary representation of known spectral library A, “si = 1” indicates that the corresponding spectrum in A is

regarded as one of endmembers exist in image data Y , and “si = 0” otherwise. As = A × diag(s) is the subset

of spectral library corresponding to s, Xs is the abundance matrix, ∥s∥1 is the number of binary vectors with the

value si = 1, and can also be considered as the number of endmembers estimated by this algorithm. When k

is unknown, it can be estimated by the HySime [58] endmember estimation algorithm. Eq.(12) is an endmember

selection problem which takes discrete binary s as decision vector and optimizes s to get optimal endmember. In

order to address unmixing problem completely, we calculate the corresponding abundances via nonnegative least

squares.

A. Framework of GMOGH

The flowchart of GMOGH is shown in Fig.1. We solve problem (12) by using GMOGH, which mainly plays a

role in endmember selection. The framework of GMOGH includes four parts: initialization, searching the optimal

continuous solution, updating the optimal endmembers and getting abundance matrix.

1) Initialization: GMOGH begins with an initial continuous solution set X = (x1, ..., xp), its size is p. Individual

xi = (xi
1, ..., x

i
m) corresponds to a continuous solution during the optimization process. In GMOGH, we set xj

i by

randomly generating a number between 0 and 1 for initialization.

2) Searching the optimal continuous solution: The gradient-based search approach in GMOGH is developed to

search optimal continuous solution without considering about discrete binary constraint. In the searching process,

gradient information is utilized to construct Pareto descent direction (PDD). Along PDD, by setting a small step

size, we can search optimal continuous solution x until convergence.

3) Updating the optimal endmember: The hash-based update approach in GMOGH is developed to update

endmembers. When the optimal continuous solution x is acquired in search approach, we hope to get the optimal

discrete option s in each iteration under the guidance of greedy principle. Moreover, s is approximated as the closest

discrete point to x, which can be calculated by a hash coding strategy in this approach.
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4) Getting abundance matrix: GMOGH mainly works on endmember selection to get s. When s is determined,

the corresponding unique certainty of the endmember is considered, and the abundance matrix can be solved by

using nonnegative least squares method.

B. The Gradient-based Search Approach in GMOGH

Motivation of the gradient-based search approach in GMOGH is to iteratively search the optimal continuous

solution along a PDD which ensures that all the objectives can be improved simultaneously. In this section, without

considering discrete constraints, we search continuous solutions with equation

x′ ← x+ εϕ(x) (13)

where ϕ(x) is the search direction and ε is a small step size. Assume that ε is a constant, in this case, the core

operation of search approach becomes the determining of ϕ(x) which is constructed by using gradient information.

We now introduce the details of ensuring ϕ(x). In multiobjective gradient descent algorithms, gradient of the ith

objective function can be denoted as ▽fi(x)
.
= φi(x). We consider a vector set {µ∗

i (x)}
m
i=1, which is the solution

of

min
µi

∥∥∥∥∥
m∑
i=1

µiφi(x)

∥∥∥∥∥ s.t. ∀i,
m∑
i=1

µi = 1, µi ≥ 0 (14)

Suppose there is a direction φ∗(x) satisfies

φ∗(x) ∝ −
m∑
i=1

µ∗
i (x)φi(x) (15)

Under this assumption, φ∗(x) is a PDD, which is proved in Theorem 1. Multiobjective gradient descent algorithms

can monotonically decrease all the objectives simultaneously with φ∗(x) and a fixed small constant ε. However,

concerning the problem about local optima and the diversity between particles, ϕ(x) is computed by an enhanced

PDD based on φ∗(x) in this paper.

We take F to be the unit ball of a reproducing kernel Hilbert space with a positive definite kernel k(x, x′), for

example, we can use truncated (σ,md) Gauss Kernel as

k(x, y) = (det(2πσ2I))−1/2exp

{
−∥x− y∥2

2σ2

}
1∥x−y∥≤mdσ (16)

On the basis of φ∗(xj) and k(x, y), we can get ϕ(x) as the final descent direction, which makes endmember

iteration along PDD so that the endmembers are pushed towards the Pareto set [57], ϕ(x) is

ϕ(xi) =
1

n

n∑
j=1

φ∗(xj)− α▽xj
k(xi, xj) (17)

where α is a positive coefficient that controls the importance of the second term and we set α as -0.5.

C. The Hash-based Update Approach in GMOGH

From section B, without considering discrete constraint, we construct the search approach Eq.(13) and the search

PDD ϕ(x) to get optimal continuous solution x. In this section, we take discrete constraint s ∈ {0, 1}m into

consideration. However, the optimization problem will become NP-hard after considering the discrete constraint. In
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order to solve this NP-hard problem, we utilize greedy algorithm which selects the optimal option in each iteration

and ultimately reaches an optimal discrete point, that is the optimal endmember [59].

Under the guidance of greedy principle, the hash-based update approach updates endmembers towards the optimal

discrete solution in each iteration greedily and gets the global optimal endmember finally. Suppose x calculated by

Eq.(13) is the optimal continuous solution. We regard optimal discrete solution s as the closest discrete point to x,

which can be calculated by a hash coding approach in each iteration, that is binary(x):

binary(x) =

0, if x < β,

1, if x ≥ β

(18)

where β is a fixed constant. In order to make a proper choice on hyper-parameter β, we regard it as a critical point.

By adopting binary(x), we can not only get optimal discrete solution but also ensure that the selected endmembers

are truth based on sparsity error. Therefore, β is expected to satisfy the following properties.

Property 1: β can be employed as a distinct boundary to accurately distinguish whether the corresponding

spectrum is selected as real endmember. On the basis of property (1), we constrain β with properties (2) and (3).

Property 2: When the location is set as 1, it is expected that the corresponding selected endmembers are real

optimal solution, that is, β is required not to be too small. Otherwise, the number of endmembers is overestimated,

causing some mistake endmembers to be selected. So β needs to satisfy: β ≥ 0.3.

Property 3: When the location is set as 0, it is expected that the corresponding selected endmembers are not real

optimal solutions, that is, β is required not to be too large. Otherwise, the number of endmembers is underestimated,

causing some real endmembers not to be selected. So β needs to satisfy: β ≤ 0.99.

Property 4: The specific values of β will be considered within the range of [0.3, 0.99] and obtained through

parameter sensitivity experiments, which are displayed in Section IV.

In order to get the proper value of β, we conduct parameter sensitive experiments on both synthetic data set 1

and synthetic data set 2. Finally, parameter β is fixed at β = 0.9 to get the optimal result.

Concretely we use the following equation as our update approach:

s′ = bianry(x+ εϕ(x)) (19)

We update endmembers by Eq.(19), which can not only remove the discrete binary constraints but also ultimately

reaches optimal endmembers. Moreover, getting optimal discrete solution in each iteration can help us observe the

variation of endmembers directly.

As mentioned above, in this section, we propose a gradient-based multiobjective unmixing framwork works on

endmember selection and the whole process of GMOGH is shown in Algorithm 1. The algorithm time complexity

of GMOGH is calculated as O(n).

D. Theoretical Analysis of GMOGH

In this section, we prove the theoretical analysis of GMOGH.

Theorem 1: φ∗(x) is a PDD.
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Proof: Under our assumption we know that:

φ∗(x) ∝ −
m∑
i=1

µ∗
i (x)φi(x) (20)

Then we suppose:

φ∗(x) = −k
m∑
i=1

µ∗
i (x)φi(x) (21)

where k is a positive constant, k ≥ 0.

Then we verify the condition to be a PDD, that is, check Eq.(11) is true or not:

(−▽ fi(x))
T d = (−▽ fi(x))

Tφ∗(x)

= −k
m∑
i=1

µ∗
i (x)φ

T
i (x)φi(x)

≤ 0

(22)

as µ∗
i (x) ≥ 0, k ≥ 0, φT

i (x)φi(x) ≥ 0.

That is to say, condition Eq.(11) has been satisfied and φ∗(x) is a PDD.

Theorem 2: binary(x) has no impact on convergence.

Proof: We update discrete solution s by using Eq.(19), at each iteration, we can find that:

s1 = binary(x1)

s2 = binary(x2) = binary(x1 + εϕ(x1))

......

sn = binary(xn) = binary(xn−1 + εϕ(xn−1))

= binary(x1 + ε

n−1∑
i=1

ϕ(xi))

(23)

It is obvious to know that {sn} is bounded as sin = {0, 1} and {sn} is only related to {xn}. That is to say,

the convergence of {sn} equals to the convergence of {xn}. So {sn} has no impact on the whole convergence of

GMOGH.

Theorem 3: Objective functions with their gradient functions satisfy the following conditions

1) Each objective function fi is C3, i.e., third-order continuously differentiable.

2) c1I ⪯ ▽2fi ⪯ c2I,
∣∣∣∂3

i,j,lfi

∣∣∣ ≤ c3 where c1, c2, c3 are constants and ▽2fi is the hessian matrix of fi. A ⪯ B

indicates that B −A is a positive semi-definite matrix.

3) ∥g∗∥2 is C1 , g∗ is L-Lipschitz.

Proof: Consider about our objective functions Eq.(12) with their gradient information Eq.(15). Note that the kth

row of library A is Ak, the kth column of abundance X is W(k), the element in A is aij . With these notations in

place, the objective functions can be written in the following equivalent forms:

f1(s) =

n∑
i=1

n∑
j=1

∣∣∣∣∣yij −
n∑

k=1

Aik · diag(s)kk ·Wkj

∣∣∣∣∣
=

n∑
i=1

n∑
j=1

∣∣∣∣∣yij −
n∑

k=1

aik · sk · wkj

∣∣∣∣∣
(24)
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Algorithm 1: Pseudocode of GMOGH

Input: hyperspectral image Y, known spectral library A

Output: optimal endmember s∗, abundance X

Initialization:

an initial population x = (x1, ..., xp), population size p,

individual xi = (xi
1, ..., x

i
m), iteration number T

Endmember selection:

while t < T do:

for i=1,2,...,p do:

calcute PDD of every individual:

ϕ(xt) =
1
n

∑n
j=1 φ

∗(xj)− α▽xj
k(xt, xj)

search the optimal continuous solution:

xt+1 = xt + εϕ(xt)

update the optimal discrete solution:

st+1 = binary(xt+1)

update the optimal spectrum:

Ast+1 = A× diag(st+1)

t=t+1

Return the final endmember s∗ and cmopute the

corresponding spectral signatures As∗

Abundance Estimation:

get abundance matrix by using nonnegative least

squares algorithm:

X = argminx≥0 ∥Y −As∗X∥2

f2(s) =

n∑
i=1

|si| − k (25)

Then we take the derivative of the functions:
∂f1(s)

∂s
= (

∂f1(s)

∂s1
,
∂f1(s)

∂s2
, ...,

∂f1(s)

∂sn
)

= (

n∑
i=1

n∑
j=1

|−ai1w1j | , ...,
n∑

i=1

n∑
j=1

|−ainwnj |)

= (A1W(1), A2W(2), ..., AnW(n))

(26)
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Fig. 2. Comparison of SRE results obtained by SUNSAL, SUNSPI, CSUNL0, MOSU, SMOSU, PMOSU and GMOGH on synthetic data 1.

Subplots (a)–(c) respectively present the results for 20-/30-/40-dB data. For each subplot, endmember number setted as the abscissa label is

varying from 3 to 10.

∂f2(s)

∂s
= (

∂f2(s)

∂s1
,
∂f2(s)

∂s2
, ...,

∂f2(s)

∂sn
)

= (
∂(|s1 + ...+ sn| − k)

∂s1
, ...,

∂(|s1 + ...+ sn| − k)

∂sn
)

= (1, .., 1)

(27)

the last equation holds under the condition: si ≥ 0, and

∂2f1(s)

∂s2
=

∂3f1(s)

∂s3
=

∂2f2(s)

∂s2
=

∂3f2(s)

∂s3
(28)

exists and continuous as their first-order derivation is independent of s. So ▽2fi = 0 satisfies condition 2.

The gradient information

φ∗(s) = λ1(s)φ1(s) + λ2(s)φ2(s)

= (λ1(s)A1W(1) + λ2(s), ..., λ1(s)AnW(n) + λ2(s))
(29)

is bounded as λ1(s) + λ2(s) = 1. And

∣∣∣∣∂φ∗(s)

∂s

∣∣∣∣ = ∣∣∣∣∂λ1(s)φ1(s)

∂s
+

∂λ2(s)φ2(s)

∂s

∣∣∣∣ ≤ k (30)

as λ1(s) and λ2(s) are solutions of an optimization problem, where k is a constant.

On the basis of Therorem 3 and the proof in [57], we can know that kernel embedding of φ∗ can be bounded

by σ in Eq.(16) and ∥φ∗(x)∥ can be arbitrarily small.

As we all know, gradient ∥φ∗(x)∥ = 0 indicates that x is in the Pareto set, so φ∗ is very small equals to

convergence, which has been completed.

IV. EXPERIMENTS

In this section, we evaluate the validity of GMOGH by conducting two synthetic experiments quantitatively and

three real-world experiment qualitatively. In the first synthetic experiment, the results of endmember assessment

and unmixing accuracy are considered since GMOGH mainly works on endmember selection. In the second
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TABLE I

SELECTED ENDMEMBERS OF PMOSU AND GMOGH ON SYNTHETIC DATA 1 WITH 30-DB NOISE

K Real Endmembers PMOSU GMOGH

3 1− 3 1− 3, 351 1− 3

4 1− 4 1− 4 1− 4

5 1− 5 1− 5 1− 3, 210− 212

6 1− 6 1− 6 1− 5

7 1− 7 1− 7 1− 7

8 1− 8 1− 8, 157 1− 8

9 1− 9 1− 9, 278 1− 9

10 1− 10 1− 10, 441 1− 10

3 4 5 6 7 8 9 10

Endmember numbers

10

15

20

25

S
R

E

parameter sensitivity experiment on synthetic data 1

=0.3

=0.5

=0.7

=0.9

Fig. 3. The parameter sensitivity experiment on synthetic data 1 by GMOGH. The number of endmembers is varying from 3 to 10 and the

value of β varies from 0.3 to 0.9 at interval of 0.2.

synthetic experiment, we consider both quantitative unmixing acuracy and qualitative abundance maps. In real-

world experiments, only qualitative analysis of abundance maps are available in these cases. Some sparse unmixing

methods and multiobjective unmixing methods are compared with GMOGH to evaluate the validity. The unmixing

accuracy of these methods can be verified by the metric of signal-to-reconstruction error (SRE). We define SRE
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TABLE II

TPR/FPR RESULT OF MOSU, SMOSU, PMOSU AND GMOGH ON SYNTHETIC DATA 1

SNR METHOD k 3 4 5 6 7 8 9 10

20-dB

MOSU
TPR 1 0.750 0.600 0.333 1 1 0.556 0.900

FPR 0.002 0.004 0.006 0.008 0.002 0 0.008 0.002

SMOSU
TPR 1 1 1 1 0.857 0.625 0.778 0.900

FPR 0.004 0 0.008 0.006 0.010 0.012 0.014 0.006

PMOSU
TPR 1 1 1 1 1 1 0.750 0.900

FPR 0.002 0.002 0.002 0 0.002 0 0.004 0.006

GMOGH
TPR 1 1 1 0.833 1 0.750 0.778 0.900

FPR 0.004 0 0.006 0.004 0.006 0.008 0.010 0.006

30-dB

MOSU
TPR 1 1 0.400 1 1 0.750 0.889 0.900

FPR 0.002 0.002 0.008 0.002 0.002 0.006 0.004 0.002

SMOSU
TPR 1 1 1 1 1 1 0.778 1

FPR 0.002 0 0.002 0.002 0.002 0 0.014 0

PMOSU
TPR 1 1 1 1 1 1 1 1

FPR 0.002 0 0 0 0 0.002 0.002 0.002

GMOGH
TPR 1 1 0.750 0.833 1 1 1 1

FPR 0 0 0.006 0 0 0 0 0

40-dB

MOSU
TPR 1 1 0.600 1 0.857 0.250 1 0.200

FPR 0.002 0.002 0.006 0.002 0.002 0.014 0.002 0.021

SMOSU
TPR 1 1 0.800 1 0.857 1 1 1

FPR 0 0 0 0 0 0 0 0

PMOSU
TPR 1 1 1 1 1 1 1 1

FPR 0 0 0.002 0 0.002 0 0.002 0

GMOSU
TPR 1 1 1 1 1 0.875 1 1

FPR 0 0 0 0 0 0 0 0
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for abundance matrix as:

SRE = 10× log

(
E(∥Xreal∥2F )

E(∥Xreal −Xestimation∥2F )

)
(31)

where Xreal is the abundance matrix of real image data and Xestimation is the estimation of each algorithm. We

argue that one is better than others if its SRE is larger.

Since GMOGH works on the process of endmember selection, we consider another criterion for endmember

selection in [46] which are true positive rate (TPR) and false positive rate (FPR). An endmember is viewed as

positive if it exists in real hyperspectral data and negative else. We also call an endmember as predicted positive if

it is selected in algorithm. TPR and FPR are calcuted by True Negative (TN), True Positive (TP), False Negative

(FN) and False Positive (FP):

TPR =
TP

TP + FN
(32a)

FPR =
FP

FP + TN
(32b)

where TN denotes negative and predicted negative case, TP denotes positive and predicted positive case, FN denotes

positive but predicted negative case, FP denotes negative but predicted positive case.

In general, the values of TPR and FPR are between 0 and 1. The result of TPR is 1 means that algorithm gets

all the endmembers in real data and FPR equals to 0 means that algorithm has no extra endmembers. That both of

these cases happened implies an accurate result in the algorithm, as it selects the real endmembers.

GMOGH is compared with some sparse unmixing methods and multi-objective unmixing methods, namely

SUNSAL [30], SUNSPI [34], CSUNL0 [32], MOSU [53], SMOSU [52] and PMOSU [47]. SUNSAL relaxes the

l0 sparsity into l1 norm. The spectral a priori information was adopted in SUNSPI to improve unmixing accuracy.

CSUNL0 aims at solving l0 problem directly. MOSU, SMOSU and PMOSU are multiobjective unmixing methods

based on evolutionary algorithms for endmember selection. MOSU considers three objectives simultaneously and

SMOSU considers two objectives. The pruning operation is realized as an objective in PMOSU, which realizes

simultaneous library pruning and unmixing by a multiobjective approach.

A. Experimental Results With Synthetic Data 1

We select ground-truth spectra from the Chapter 1 of the United States Geological Survey (USGS) digital spectral

library (splib06a) to generate synthetic data 1. Splib06a contains 224 spectral bands that collected under 498 spectral

signatures and this library also can be used as the matrix A in Eq.(5). We set the real number of endmembers k from

3 to 10 in synthetic data 1, which contains 64×64 pixels. Dirichlet distribution is the basis on which we generate

fractional abundances. Moreover, we manually choose different noises in order to simulate the different conditions in

the natural environment. The signal-to-noise ratios (SNR) of our experimental noises are 20-/30-/40-dB, respectively.

SNR is defined as follow:

SNR = 10× log

(
E(∥Y ∥2F )
E(∥N∥2F )

)
(33)
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TABLE III

SRE RESULTS OF SUNSAL, SUNSPI, CSUNL0, MOSU, SMOSU, PMOSU AND GMOGH ON SYNTHETIC DATA 1

SNR K SUNSAL SUNSAL* SUNSPI CSUNL0 MOSU SMOSU PMOSU GMOGH

20-dB

3 8.51 9.01 10.12 10.22 14.27 15.4 18.92 18.86

4 5.52 7.80 9.28 9.44 17.43 17.75 17.62 17.75

5 6.84 8.27 10.18 10.32 11.86 16.9 17.10 19.06

6 9.04 9.32 11.48 11.63 16.86 17.44 19.11 18.91

7 7.21 8.61 10.55 10.69 18.09 16.76 18.28 19.05

8 4.31 6.59 9.54 9.70 17.77 17.65 17.77 17.37

9 6.61 8.16 10.02 10.19 14.91 15.14 15.15 16.04

10 5.48 7.71 10.14 10.31 13.36 15.72 12.42 16.47

30-dB

3 8.63 11.53 13.15 13.32 17.93 17.79 20.44 23.85

4 13.95 13.77 15.02 15.35 21.99 22.74 22.74 22.74

5 12.25 13.06 15.03 15.13 10.69 21.53 23.58 23.48

6 14.24 14.12 15.41 15.65 22.51 21.53 23.87 22.96

7 12.54 13.34 14.37 14.66 21.71 22.50 24.02 24.02

8 9.85 11.63 12.17 12.65 18.78 21.44 20.71 21.44

9 12.32 12.63 13.8 14.14 17.4 18.52 19.57 20.72

10 11.06 12.39 12.71 13.26 19.8 21.39 18.04 21.39

40-dB

3 13.99 15.43 17.74 18.99 21.81 28.17 28.17 28.17

4 14.59 15.75 16.39 18.49 24.29 27.56 27.56 27.56

5 15.61 15.64 19.79 20.34 17.15 26.41 25.87 27.31

6 15.09 15.29 19.04 19.84 24.45 27.22 27.22 27.22

7 12.98 13.80 15.47 17.79 24.06 25.92 25.57 27.32

8 15.00 16.06 17.60 19.10 19.54 27.51 27.51 27.51

9 15.44 16.04 18.94 19.94 25.83 26.82 25.86 26.82

10 15.22 15.10 18.14 19.35 16.62 27.60 27.60 27.60
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TABLE IV

COMPARISON OF SRE RESULTS OBTAINED BY SUNSAL, SUNSPI, CSUNL0, MOSU, SMOSU, PMOSU AND GMOGH ON SYNTHETIC

DATA 2 FOR 20-/30-/40-DB.

SNR SUNSAL SUNSAL* SUNSPI CSUNL0 MOSU SMOSU PMOSU GMOGH

20-dB 8.77 9.03 12.34 12.54 17.91 18.44 19.40 19.40

30-dB 13.33 14.62 16.87 17.21 20.59 24.32 24.32 24.32

40-dB 16.84 16.90 20.78 22.60 28.65 29.32 29.32 29.32

SUNSAL SUNSAL* SUNSPI CSUNL0 MOSU SMOSU PMOSU GMOGH TRUTH

Fig. 4. Different abundance maps from top to bottom corresponding to endmembers number from 1 to 5 on synthetic data 2. These pictures

from left to right are respectively obtained by SUNSAL, SUNSPI, CSUNL0, MOSU, SMOSU, PMOSU, GMOGH and the truth with 30-dB

noise as an example.

The observed image data Y in Eq.(12) is obtained based on fractional abundances and the selected endmembers.

We multiply them complying with the LMM. In fact, We select real endmembers by setting spectra at the front for

simplicity. We take synthetic data 1 to dsiplay the results of endmember assessment and unmixing accuracy.

1) Endmember assessment: We compare real endmembers and selected endmembers by algorithms to evaluate

the performance of GMOGH. Table I shows the selected endmembers’ serial numbers by PMOSU and GMOGH

under 30-dB noise as an example. There are 498 spectra in spectral library A which are numbered in order from 1st

to the 498th. For example, “1-3” in the first column indicates the spectra from 1st to 3rd are selected in synthetic

data, “1-3,351” in the second column indicates the spectra from 1st to 3rd and 351th are selected in algorithm.

It is observed that GMOGH outperforms PMOSU in most cases and GMOGH can optimize to get the correct

endmembers except when k = 5 and k = 6 under 30-dB noise.
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Fig. 5. The parameter sensitivity experiment on synthetic data 2 by GMOGH. Different lines respectively present the results for 20-/30-/40-dB

and the value of β varies from 0.3 to 0.9 at intervals of 0.1.

Tables II presents the TPR and FPR results for MOSU, SMOSU, PMOSU and GMOGH because both of them are

unmixing methods based on endmember selection. The endmember assessment results of four methods on synthetic

data 1 are shown under three noise conditions, respectively. TPR=1 and FPR=0 are viewed as the best situation

since it denotes that all endmembers have been found. In many cases, the reason why TPR results of these four

methods are less than 1 is that they losses several active endmembers and the FPR results are larger than 0 denotes

that they obtain more redundant endmembers. From Table II, the TPR and FPR results of GMOGH is better than

other endmember selection algorithms because GMOGH can get TPR=1 and FPR=0 in most cases which indicates

the optimal endmembers have been found.

2) Unmixing accuracy: Tables III presents the SRE results on synthetic data 1 under 20-/30-/40-dB noises cases,

respectively, for SUNSAL, SUNSPI, CSUNL0, MOSU, SMOSU, PMOSU and GMOGH. From the table, the SRE

results of GMOGH is larger than the other methods for a large proportion of k = 3–10 cases, so Table I indicates

that GMOGH outperforms both sparse unmixing and multiobjective mixing methods, especially with high SNR. In

some cases, for example, in 40-dB noise cases, SMOSU and PMOSU performs as well as GMOGH when k=3,4,6,8

and 10. It represents that as a method based on endmember selection, both of them have found the best endmembers

and after reconstructing with abundance, they can get the same results.

Fig.2 shows the SRE results by various algorithms under 20-/30-/40-dB noises cases, respectively. The horizontal

coordinates of the pictures are the number of endmembers. By analyzing the y-coordinate in Fig.2, it is clear

that the weaker the noises the higher unmixing accuracy of algorithms and GMOGH surpasses the other seven

methods in most cases. For example, in Fig.2(a), GMOGH performs better than other methods when the number of

endmembers equals to 4,5,7,9 and 10. From Fig.2(b) and Fig.2(c), SMOSU, PMOSU and GMOGH are get same

and high accuracy, this is because all the real endmembers are selected by these multiobjective based unmixing

methods.



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 18

A
lu

n
it

e
Ja

ro
si

te
K

ao
li

n
+

S
m

ec
ti

te
B

u
d

d
in

g
to

n
it

e

SUNSAL

C
h

al
ce

d
o

n
y

SUNSAL* SUNSPI CSUNL0 MOSU SMOSU PMOSU GMOGH

Fig. 6. Comparison of abundance maps on Cuprite data. (Left to right) Abundance maps obtained by SUNSAL, SUNSPI, CSUNL0, MOSU,

SMOSU, PMOSU and GMOGH respectively. (Top to bottom) Maps corresponding to Alunite, Jarosite, Kaolinite+Smectite, Buddingtonite,

Chalcedony.

3) Parameter sensitivity experiment: On synthetic data 1, we not only compare the endmember assessment and

unmixing accuracy of different algorithms, but also conduct parameter sensitivity experiment. In order to verify the

influence of parameter β in Eq.(18) and select an appropriate parameter value, we fix SNR at 30-dB and consider

some possible values of β. Fig.3 shows the SRE results achieved by GMOGH with different endmember numbers

and various parameter values. The abscissa of picture is set as the number of endmembers which varies from 3

to 10 and four broken lines represent four kinds of β whose value ranges from 0.3 to 0.9 at intervals of 0.2. We

think that the higher location line is, the more reliable β is. It obviously to see that majority optimal SRE results

are achieved when β = 0.9 except endmember number equals to 5. Moreover, we find that β ≥ 0.5 results in

similar SRE results of GMOGH. Because of this stability, GMOGH is supposed insensitive to parameter β. This

assumption can be verified in subsection.B.
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Fig. 7. Comparison of abundance maps on Jasper data set. (Left to right) Abundance maps obtained by SUNSAL, SUNSPI, CSUNL0, MOSU,

SMOSU, PMOSU, GMOGH and TRUTH respectively. (Top to bottom) Maps corresponding to Tree, Water, Dirt, Road.

B. Experimental Results With Synthetic Data 2

1) Comparison of different unmixing methods: The method of generating data in literature [35] is also applicable

to obtaining data 2. The image size of synthetic data 2 is 75×75 pixels and 5 equals to real endmembers number,

which is fixed rather than varied. Synthetic data 2 constructs not only pure regions but also mixed regions, which are

generated by using mixtures ranging from two to five endmembers. The spatial distribution forms of endmembers are

distinct square regions. The background pixels in image data are consisted by mixtures of the same five endmembers.

After completing the above operations, the image date was contaminated with correlated noise, whose SNR are

20-/30-/40-dB respectively.

The results of abundance estimation in synthetic data 2 under 20-/30-/40-dB noise cases are presented in Table

IV. From Table IV, SRE results of PMOSU and GMOGH are larger than the other methods for each different SNR

cases. The abundance maps obtained by different methods is shown in Fig.4 under 30-dB with five endmembers as

an example. The endmembers selected by SMOSU, PMOSU and GMOGH are the same and real. So their estimated

abundance maps look closer to the truth, which presents the equal result with Table II.

2) Parameter sensitivity experiment: On synthetic data 2, we also conduct parameter sensitivity experiment to

verify the assumption of immunity and select proper value of parameter β in Eq.(18) under different noise conditions.

In this experiment, we fix the number of endmember at k=5. Fig.5 shows the SRE results achieved by GMOGH with

different SNR conditions and various parameter values. The abscissa of picture is set as the value of β which varies

from 0.3 to 0.9 and three broken lines represent three kinds of noise. This phenomenon indicates that stable results

can be obtained at β ≥ 0.5. Moreover, the stability in three noise conditions verifies that GMOGH is insensitive to

β. Combined with the results in Fig.3, we set β = 0.9 in order to pursue an optimal and accurate unmixing result.
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Fig. 8. Comparison of abundance maps on Urban data. (Left to right) Abundance maps obtained by SUNSAL, SUNSPI, CSUNL0, MOSU,

SMOSU, PMOSU, GMOGH and TRUTH respectively. (Top to bottom) Maps corresponding to Asphalt Road, Grass, Tree, Roof, Metal, Dirt.

C. Experimental Results With Real-World Data

Cuprite data set, Jasper data set and Urban data set are adopted as real image data sets in this experiment. The

spectral library A is obtained from the first chapter of splib06a with 498 endmembers and A is employed as the

prior known spectral library. The reason why we do this operation is that this chapter contains signatures of all the

materials contained in these real data sets. Before actual experiments, we remove the noisy bands in A accordingly.

It should be noted that the performance of unmixing algorithms in real-World data are difficult to evaluate by

quantitative criteria, so we provide qualitative and visualized assessments. What is more, the truth abundance maps

can only be adopted as a reference, but not as a criterion to evaluate the effectiveness of algorithms.

There are 250× 190 pixels in the original image data of Cuprite, which contains 224 bands but the final image

data contains only 188 bands. This is because a few useless bands are discarded from the original ones. The

abundance maps of five different materials are presented in Fig.6, these pictures are qualitative results obtained by

different unmixing methods. Compared in Fig.6, images of GMOGH achieve a clearer outline for Alunite, Jarosite

and Chalcedony.

Four endmembers are contained in Jasper: Tree, Water, Dirt, Road, which represented in Fig.7 from top to bottom.
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There are 100×100 pixels in Jasper. Each pixel is recorded at 224 channels. The abundance maps of four different

materials are presented in Fig.7, these pictures are qualitative results obtained by different unmixing methods and

ground truth. We compare the result of an unmixing algorithm with truth maps. In Fig.7, the maps of GMOGH are

closer to truth for Dirt and Road.

Urban data set has six different materials which are termed as Asphalt Road, Grass, Tree, Roof, Metal and Dirt

respectively. This data set has 307× 307 pixels in it. Each pixel is recorded at 210 channels. The abundance maps

are presented in Fig.8, which has the same arrangement as Fig.7. Compared in Fig.8, maps of GMOGH seem closer

to truth for Grass, Tree and Roof.

Based on the analysis of three data sets, we can draw the conclusion that the performance of multiobjective

unmixing methods on real data sets is better than that of the sparse unmixing methods. Moreover, compared with

other multiobjective methods, GMOGH can get convergence results and get good results to some extent. Therefore,

the validity of GMOGH is verified on real data sets.

V. CONCLUSION

Multiobjective optimization is introduced in hyperspectral unmixing problem recently, thus reducing the adjusting

of regularization coefficient. Despite the success of multiobjective unmixing by applying evolutionary algorithms,

a limitation of these approaches has been the fact that they do not converge. To circumvent this limitation, in this

paper, GMOGH has been specifically developed. In the search method, gradient information of objective functions

have been used in generating pareto descent direction; in the update method, greedy hash coding has been taken into

consideration to get binary optimal endmember. Furthermore, some theoretical analyses are presented for GMOGH.

Both simulated and real hyperspectral data sets experiments are used to test the performance of GMOGH. Sparse

unmixing algorithms and multiobjective unmixing algorithms are compared with GMOGH. Experimental results

indicate that the gradient-based method displays its ability in hyperspectral unmixing.
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