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Abstract

Recent studies about hyperspectral imagery (HSI) classification usually focus on extracting more representative

features or combining joint spectral-spatial information. However, besides feature extraction, developing more powerful

classifiers can also contribute to the accuracies of HSI classification. In this paper, we propose a multi-objective based

sparse representation classifier (MSRC) for HSI data, which mainly tries to address two problems: 1) pixel-mixing

and 2) lacking abundant labeled samples. MSRC is motivated by the sparse representation classifier (SRC), and

further integrating the idea of hyperspectral unmixing. Differently from traditional SRC based methods, the novelty

of MSRC consists in the optimization process, i.e., we directly handle the L0-norm problem without any relaxation.

The sparse term is not considered as a regularization operation. Instead, we transform the problem of weight vector

estimation to subset selection, and propose a multi-objective based method to optimize the L0-norm sparse problem.

The residual term and sparse term are regarded as two parallel objective functions that are optimized simultaneously.

We further utilize the linear mixing model to represent test pixels based on the selected atoms. The final class labels are

determined according to the abundance estimation results by non-negative least squares. Owing to the characteristics

of the multi-objective method and the binary property of the sparse solution vector, MSRC does not require too many

training samples to build the dictionary. Moreover, theoretically, MSRC can be easily improved to extended version

such as combining spatial information.
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I. INTRODUCTION

Hyperspectral sensors can provide images with hundreds of narrow continuous wavelength channels which have

shown promising performance in many applications [1]–[3]. Land-cover classification is a hot theme in hyperspectral

analysis [4]–[6]. However, one of the obstacles for the hyperspectral imagery (HSI) classification techniques is

lacking abundant labeled samples [7]. Another challenge for HSI classification is the pixel mixing problem [8],

i.e., the region one pixel covers may include several materials. The former problem is because of the high costs in

acquiring labeled HSI data, and the latter is caused by the low spatial resolution of most hyperspectral images.

A widely used approach to improve the classification accuracies is extracting more representative features from

the original spectral data. For example, Wang et al. proposed a linear discriminant analysis based method to learn a

representative subspace from HSI data [9]. Multiple feature fusion via ensemble methods is also investigated, e.g.,

[10]–[13]. Some methods tried to extract deep features from HSI data via deep learning [14]–[18].

Based on the feature extraction results, researchers usually classify by means of different classifiers such as

support vector machine (SVM) [19], random forest [11], [20], sparse representation classifier (SRC) [21], [22] and

extreme learning machine (ELM) [23]. Some works improved the classifiers via kernel based or weighting based

methods. In [24] and [25], multiple kernel learning was used for SVM. In [26] and [27], SRC was improved using

weighting strategies. However, these methods are extensions of current classifiers. Essentially, the optimization

processes and the objective functions are not changed.

In this paper, we develop a new classifier, multi-objective based sparse representation classifier (MSRC), which

specially aims at the two problems discussed above: limited samples and mixed pixels. Our target is to achieve

better performance than some popular classifiers when the number of training samples is limited. Because we focus

on the calculation process in the classifier, MSRC uses the raw spectral vectors as the inputs without further feature

representation. However, theoretically, MSRC can be directly applied to classify the extracted features.

The motivations of MSRC are generated from the development of sparse representation in HSI unmixing and

classification. Sparse unmixing refers to representing a pixel via a linear combination of several endmembers using

a semi-supervised manner, and then inverting the abundance of each endmember. Note that no labeled pixels are

required here, and the semi-supervised manner means that there is an a priori spectral library available. To some

extent, sparse unmixing can be considered as a soft classification technique [8]. However, just because of the

semi-supervised property of sparse unmixing, if it were directly used for classification, the accuracies would be

lower than supervised methods. Sparse representation is also investigated in HSI classification task, i.e., SRC. The

objective of SRC is to find a weight vector such that representation residual and sparsity error are minimized, and

the predicted labels are determined by class-specific residual [22]. A regularization parameter is used to control the

sparsity of the solution. The rigorous sparse term is L0-norm and NP-hard. Usually, L1-norm convex relaxation

or greedy algorithms are used to solve it [6], [22], [28]–[31]. However, such strategies cannot guarantee that the

obtained solution is optimal. Besides, the regularization parameter has to be set manually to a value that is usually

hard to determine. Although some greedy methods such as orthogonal matching pursuit [29] can also deal with L0
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problem, they are likely to fall into local optimum [32]. Moreover, the pixel mixing problem is not considered.

In this paper, we combine the ideas of HSI unmixing and classification, and develop a multi-objective based

sparse representation classifier for hyperspectral data. Multi-objective optimization is a recently proposed approach

that tries to overcome NP-hard problems [32]–[35]. For L0 based sparse representation problem, multi-objective

methods are more likely to find the global optimal solution. In MSRC, we first build the dictionary by using a

limited training set. Then instead of L1 relaxation, we directly optimize the original L0 problem via transforming

it to an equivalent subset selection problem. The sparse representation problem is decomposed into two parallel

objectives: representation residual and sparsity error. There is no regularization parameter required, and the two

objectives are optimized simultaneously. To avoid the decision making problem and guarantee that MSRC can be

applied to classification problem, we improve the multi-objective method thanks to the Tchebycheff decomposition.

Differently from traditional SRC based methods, in the proposed method the obtained solution is a binary vector

corresponding to the selected atoms from the dictionary. Finally, we conduct abundance inversion based on the

selected atoms using the non-negative least squares (NNLS) algorithm. The predicted labels are determined by

the abundance values. Compared with methods using the estimated probability values by SVM [8], [36], [37], the

abundance values obtained by MSRC are not only mathematical meaningful, but also reflect the spatial distribution

of materials.

The solution of MSRC is a binary vector and L0 sparse. Differently from L1 sparse, MSRC targets a subset

selection problem. It is not necessary to use many atoms to represent a test pixel. Theoretically, the best number of

the selected atoms should be the number of materials consisting in the test pixel. In this case, the dimensionality of

the dictionary is also not required too much, as long as the overcomplete characteristic is met. Therefore, MSRC

is more suitable for small training sets.

MSRC mainly aims at overcoming the following problems in HSI classification:

• Designing a new classifier which targets two typical problems in HSI classification: limited samples and mixed

pixels.

• Providing an idea of optimizing the L0-norm problem directly and avoiding the selection of regularization

parameters.

• Improving the multi-objective method so as to find a single solution from the Pareto front.

In Section II we describe the objective functions as well as the optimization process of MSRC. In Section III

comparison results with some popular classifiers are displayed. The conclusion is drawn in Section IV.

II. THE PROPOSED METHOD

A. Background

SRC is a popular classifier and has been applied to HSI classification [21], [22], [26], [27]. SRC assumes that a

test sample can be represented by a (sparse) linear combination of atoms from an overcomplete training dictionary,

i.e.,

ŝ = arg min ‖s‖0, s.t. x = As, (1)
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where A ∈ RL×N is an overcomplete dictionary which is obtained by training samples, L and N are the numbers

of bands and atoms respectively, x is a test sample, and s ∈ RN×1 is a sparse weight vector. However, Eq. (1) is

NP-hard and very difficult to solve. Usually, this problem is relaxed to L1-norm form with an error tolerance ε:

ŝ = arg min ‖s‖1, s.t. ‖x−As‖22 ≤ ε. (2)

Here, the solution s is an L1 sparse vector. Eq. (2) can be transformed to the following convex optimization problem:

arg min
s
‖x−As‖22 + λ‖s‖1 (3)

where λ is a regularization parameter used to control the tradeoff between sparsity and the reconstruction error. Eq.

(3) is the general form of SRC [22].

There are two problems in Eq. (3) that can be further discussed. Firstly, L1-norm is just a relaxation strategy

that can only generate approximate solutions. Secondly, the determination of parameter λ is an open problem.

B. Objective Functions in MSRC

In MSRC, the above two problems are addressed under a multi-objective framework. MSRC tries to optimize

F(s) which contains two parallel objective functions:

arg min
s
F(s) = [f1(s), f2(s)]

f1(s) = ‖x−As‖22

f2(s) = ‖s‖0

(4)

f1(·) is the reconstruction error and f2(·) is the sparsity, and they are optimized simultaneously. Therefore there

is no regularization parameter required. Dictionary A is built by training samples, and the solution s is a weight

vector for each test sample.

However, Eq. (4) is still difficult to solve because of the non-convex L0 problem in f2(·). On the other hand,

this is also the key point that may improve the representative ability of the classifier.

In MSRC, we consider the physical significance of HSI, and propose a two-step solving method. The physical

significance of Eq. (4) is explicit. Spectrum x is composed of several endmembers which construct a subset of

spectral library A, and s is the fractional abundance of the endmembers. Obviously, s should be L0 sparse because

the region of one pixel cannot include too many materials. Inspired by this physical meaning, in MSRC we transform

Eq. (4) to an equivalent form:
arg min

α
F(α) = [f1(α), f2(α)]

f1(α) = ‖x−A(α� β)‖22

f2(α) = ‖α‖0

(5)

where s = α� β. The most significant difference between Eq. (4) and Eq. (5) is that α is a binary vector, where

the locations correspond to the selected atoms are 1 and others are 0. β ∈ RN×1 is an augmented abundance vector.
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In this case, Eq. (5) is a subset selection problem. More specific, f1(·) is equivalent to the following form:

f1(α) = ‖x− (AM)β‖22

where

(Mij)N×N =


αi, i = j

0, otherwise.

(6)

Mathematically, not all the elements in β are valuable. Only the elements corresponding to the non-zero columns

of AM (also the non-zero rows of α) are the required abundance. So β is an augmented abundance vector.

After the above transformation, we can solve Eq. (5) instead of Eq. (4) while keeping the final solution consistent.

Because the solution of Eq. (5) is a binary vector rather than a weight vector, the solution space has dramatically

shrunk, and thus the solving difficulty is reduced. In this paper, we use a two-step approach to solve Eq. (5):

first optimizing α and then calculating β. To solve the L0 problem in the first step, we propose an improved

multi-objective based method. After determining α, NNLS is used to invert β. Note that although we use a two-

step approach to obtain α, MSRC can still simultaneously optimize f1(·) and f2(·) without setting regularization

parameters. Actually only α is the optimization variable. Once α is determined, β can be directly obtained by

NNLS.

Transforming the L1-norm in Eq. (3) to the L0-norm in Eq. (5) is the key operation in handling limited samples

problem. L1-norm utilizes quite a few atoms in the dictionary to represent test samples. When the training set

shrinks, the available information by L1-norm will synchronously reduce. By comparison, L0-norm, which is

a subset selection problem, uses several most representative atoms to reconstruct test samples. An advantage of

multi-objective based methods in solving subset selection problem is that they can achieve comparative performance

with small dictionary volume [38], [39]. Therefore L0-norm as well as the MO-based method are used to address

the limited samples problem. Besides, using NNLS instead of class-specific residual is the strategy for relieving

mixed pixel problem, which is widely adopted in unmixing-related literatures [40].

Based on the characteristics of HSI classification, we use a trick to further modify the objectives. In Eq. (5) A

should contain a certain number of samples in each class. Let Ac ∈ RL×Nc denote a subset of A with Nc atoms

(training samples) from class c. Theoretically, suppose test pixel x belongs to class c, it may be represented by

several atoms in Ac. In this case, to enhance the diversity of the solution, we set a small sparsity k in f2(·). Then

f2(·) is modified by

f2(α) = |k − ‖α‖0| . (7)

The physical meaning of k is the number of atoms that are used to represent x. In L0 based sparse representation

problem, k should not be ignored [21]. However, literature [21] also indicated that k has little influence as long as

it is not very small. In the classification task, the upper bound of k should be Nc. In this paper we simply set k as

Nc.
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C. Multi-Objective based Optimization Approach

In this section, we introduce the optimization process for Eq. (5) based on the proposed MSRC method. MSRC

is developed under the framework of multi-objective evolutionary algorithm based on decomposition (MOEA/D)

[41]. MOEA/D is an evolutionary based multi-objective optimization method which is an available approach to

solve the subset selection problem.

Multi-objective optimization problems involve several conflicting objectives. It is hard, usually impossible, to

find a solution that is optimal for all objectives. Thus a balance among them is preferred, which leads to a set of

non-dominated solutions in multi-objective optimization. A general multiple objective problem is expressed by

arg min
u

[f1(u), f2(u), ..., fn(u)]

s.t. u ∈ Ω ⊆ Rn

(8)

Here u is the variable, n is the number of objectives, Ω is the feasible region in the decision variable space Rn.

In MSRC, n = 2 and the variable is α. A basic idea of most evolutionary based methods is initializing many

solutions and forcing them to search their corresponding local optimums. Then the best local optimum can be

considered as global optimum. This idea is adopted by MOEA/D and MSRC. Firstly, we randomly initialize

the solution set A = {α1, · · · ,αp} which is called population, and αi is called a individual. For each αi its

corresponding F(αi) is called a subproblem. All the subproblems are optimized simultaneously, and the best

individual is selected as the final solution. However, in multi-objective problem, it is hard to determine which

individual is the best. For example, there may consist the condition that f1(αi) > f1(αj) while f2(αi) < f2(αj).

Thus the results of multi-objective methods are usually still solution sets, called Pareto front. One of the contributions

of MSRC is finding a single solution from the Pareto front.

Then there are two challenges for multi-objective problems: 1) How to update αi, and 2) how to evaluate

superiority between the original and the updated results. Obviously, gradient descent methods cannot work because

f2(·) is discrete and non-convex. In MOEA/D, random flipping strategy is used to update αi, and the weighted

Tchebycheff distance between individuals and an ideal point is used to evaluate the superiority. The ideal point in

MOEA/D is virtual and defined by

z∗M = (min{f1(αi)},min{f2(αi)}). (9)

However, the solution by the original MOEA/D is a set, i.e., Pareto front. In the task of classification, it should be

guaranteed that there is a unique solution for each test sample. In order to solve this decision making problem, we

integrate it into the evolution process of MOEA/D. In MSRC, we define the ideal point z∗ as the individual that

has the smallest Euclidean distance to the original point:

z∗ = (z1, z2) = (f1(αi∗), f2(αi∗)),

where i∗ = arg min
i
‖F(αi)‖2.

(10)

We will further analyze the advantage of this improvement in the following description. Here we continue focusing

on the above two problems: how to update and how to evaluate.
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Fig. 1: A simple illustration of the difference between MOEA/D and our improved method.
_

AB is the Pareto front

in MOEA/D, and C is the unique solution of the proposed method.

MSRC uses an iterative approach to optimize each subproblem in parallel. Take an individual αi for example. In

a single iteration, αi is changed to α′i based on random flapping [42]. Then we compare the weighted Tchebycheff

distances [42] between αi/α′i and z∗. If α′i presents closer distance to z∗, we consider that α′i is better and it will

replace αi in the next iteration, or αi remains unchanged. The weighted Tchebycheff distance between αi and z∗

is expressed as follows

gtei (αi|λi, z∗) = max
1≤j≤2

{λji |fj(αi)− z
∗
j |}, (11)

where λi = [λ1i , λ
2
i ]

T is the weight vector of individual αi with λi ≥ 0 and λ1 + λ2 = 1. For each individual

αi, its corresponding λi is randomly set. The weighted Tchebycheff distance is popular in multi-objective methods

because it can avoid the dimensional imbalance problem among different objectives. We recommend readers learn

more details about this point from literature [42].

In the next iteration, the ideal point, as well as some individuals, will be updated according to Eq. (10) and Eq.

(11). Overall, the population tend to become optimal with the increasing of iterations.

Fig. 1 illustrates the difference between the original MOEA/D and our improved methods. R is the range set and

it could be either convex or non-convex. The curve
_

AB is the Pareto front in MOEA/D, while C is the final solution

by the proposed method. We can see that C is located on the Pareto front, which guarantees the effectiveness of the

solution. Note that Fig. 1 is only an intuitive illustration rather than real data distribution. Actually it is impossible

to depict the real distribution of R. The shape of R may be very complex. In MSRC, R is discrete (many parallel

lines). However, the optimization process in MSRC is not affected by such situations.

It is worth noting that MSRC has significant differences compared with some existing methods such as [32]. The

work [32] used NSGA-II [43] framework for hyperspectral unmixing, while MSRC uses MOEA/D for classification.

An essential difference between them consists in the determination about the superiority of current solutions.

MOEA/D uses Tchebycheff distance among current solutions and ideal point to determine which solutions are

optimal, while in NSGA-II non-dominated sorting and crowding distance were used. The term “ideal point” does

not consist in NSGA-II. In MSRC, one of the major contributions is finding a single solution, and the above

improvement can only conduct on MOEA/D framework.
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The detailed process of MSRC is shown in Algorithm 1. The training samples Xtr are collected as a dictionary

A (line 2). After initialization, the dictionary A is represented by binary coding (line 6). Each atom is assigned

a binary code, where ‘1’ denotes the corresponding atom is selected and ‘0’ otherwise. Note that each atom in A

corresponds to a training sample. The optimization process begins with generation an initial population (line 7).

The individuals in the population can provide a parallel search in the feasible region, which contribute to finding

multiple mutually nondominated solutions in a single run. Then a reference point in the current population with

the smallest distance to the original point is determined (line 8, α∗) which has the smallest distance to the original

point. At each iteration, MOEA/D decomposes the atom selection problem into several single-objective optimization

subproblems, and divides all individuals into a number of overlapping groups. Specifically, the i-th individual is the

current solution of the i-th subproblem. Each subproblem and its neighborhood have relatively close weight vectors.

In the evolution process, each subproblem updates the solution according to the weighted Tchebycheff problem

in Eq. (11). Firstly, a new individual is generated based on randomly flipping, where each bit is flipped with a

probability ‘1/m’ and remains unchanged with ‘1-1/m’ (line 11, α
′

i). The flipping probability should be small so as

to avoid changing too much in a single iteration. Secondly, calculate the Tchebycheff distance between α
′

i and α∗,

denoted by gsti (α
′

i|λi,α∗). Then compare gsti (α
′

i|λi,α∗) with the distances between α∗ and all the individuals in

this group (line 12-13). Individuals that present larger distance are replaced by α
′

i. This algorithm is conducted by

T iterations. After the final solution α is determined, the abundance is estimated based on Eq. (13) and the label

is determined using Eq. (14).

D. Determination of the Predicted Labels

Instead of using minimal class-specific reconstruction residual, in MSRC the test labels are determined based on

abundance inversion. The i-th test sample xi can be represented by Ai ∈ RL×|αi| which contains the selected atoms

from A based on αi. The columns of Ai are the so-called endmembers in hyperspectral unmixing. Differently

from unmixing problem, endmembers in MSRC are composed of labeled samples with higher quality. According

to the characteristics of HSI data, the endmember fractions should be greater than zero and sum-to-one. Therefore

in MSRC, if one defines βi ∈ R|αi|×1 as the abundance vector for Ai, then it can be calculated by

arg min
βi

‖xi −Aiβi‖22, s.t. βi ≥ 0, |β| = 1. (12)

Note that βi is a subset of the β in Eq. (5), where the non-zero indices in αi are reserved. To solve Eq. (12),

a rigorous method is fully constrained least squares (FCLS) [44]. However, FCLS is sensitive to the number of

selected atoms and their signature accuracies. According to [45], a more robust approach is using the non-negative

constraint alone:

arg min
βi

‖xi −Aiβi‖22, s.t. βi ≥ 0. (13)

Eq. (13) can be solved by NNLS which is adopted in the proposed method. The class label yi for xi is then

determined according to the maximal class-specific abundance:

yi = arg max
c
|βci |, c ∈ [1, 2, · · · , C]. (14)

July 11, 2018 DRAFT



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 9

Algorithm 1: MSRC for classification
Input: Training samples Xtr, training labels ytr, test sample x, k

Output: Predicted label y

1 Preprocessing:

2 Build dictionary A using Xtr;

3 Initialization:

4 population size p, maximum iteration number T , a set of weight vector Λ = {λ1, ...,λp}, indexes of each

subproblem’s neighbors {B1, ..., Bp}.

5 Atoms Selection:

6 Represent A by binary coding;

7 Generate a population A = {α1, · · · ,αp};

8 Calculate current optimal solution α∗;

9 while t < T do

10 for i = 1, ..., p do

11 Flip each elements in αi with probability 1/m, and obtain a new individual α
′

i;

12 if ‖F(α∗)‖22 > ‖F(α
′

i)‖22 then

13 Set α∗ = F(α
′

i)

14 for j ∈ Bi do

15 if gsti (α
′

i|λi,α∗) ≤ gstj (αj |λj ,α∗) then

16 Set αj = α
′

i and F (αj) = F (α
′

i)

17 Update the population;

18 t = t+ 1

19 Return the solution α∗ and record the corresponding spectral signatures.

20 Label Determination:

21 Abundance estimation based on Eq. (13);

22 Label determination based on Eq. (14)

βci is a subset of βi, which denotes the elements corresponds to class c. C is the total number of classes.

An extra advantage of the proposed labels determination approach is that it is robust to different training samples,

i.e., changing training samples has little influence on the final results. This phenomenon is easy to explain: It is

caused by the L0-based optimization process. Any pixel [xi, yi = c] is represented by several atoms from the

dictionary with a binary weight vector. Because the weight vector is binary, the solution space is much smaller

than that in L1 problem. This situation is more apparent when the dimensionality of A is low. After sufficient

iterations the results of MSRC tend to shrink to a global optimal solution. Therefore, in MSRC the results by
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repeated experiments have little variation.

(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 2: SalinasA data set. (a) The false-color composite image. (b) The ground truth where each color corresponds

to one land-cover material. Classification maps by (c) SVM, (d) ELM, (e) KNN, (f) SRC, (g) CRC, (h) CRT and

(i) MSRC.

III. EXPERIMENTS AND DISCUSSION

In this section, we compare the proposed method with some state-of-the-art classifiers. Since MSRC is developed

under the framework of sparse representation, three representation based classifiers are compared, i.e., SRC (L1-

norm, single objective) [22], [46], collaborative representation-based classification (CRC) [22], [47] and collaborative

representation with Tikhonov regularization (CRT) [48]. In addition, three popular classifiers, SVM, ELM and KNN

are also used for comparison.

Three public hyperspectral data sets are analysed in the experiments, and the spectral vectors are directly used

as the features. Because we focus on the limited-training-samples conditions, we only randomly select 5 pixels

from each class for training, and the rests for testing. Correspondingly, the sparsity k in Eq. 7 is set as 5. All the

methods are conducted 30 times, and the average results are reported. Three widely used metrics, overall accuracy

(OA), average accuracy (AA) and kappa coefficient (κ), are used for evaluation. As a general classifier, MSRC has

few parameters for tuning. This is one of its advantages. Here we mainly discuss the influence of iterations.

A. Data Sets

Three public HSI data sets are used for comparison, namely SalinasA, Kennedy Space Center (KSC) and

Botswana. All of them are online available1.

1Available online: http://www.ehu.eus/ccwintco/index.php?title=
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(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 3: Part of the KSC data set. (a) The false-color composite image. (b) The ground truth where each color

corresponds to one land-cover material. Classification maps by (c) SVM, (d) ELM, (e) KNN, (f) SRC, (g) CRC,

(h) CRT and (i) MSRC.

1) SalinasA: This data set is part of the Salinas scene with 86×83 pixels size, which is collected by the AVIRIS

sensor over Salinas valley, California. This data contain 224 bands with 3.7m spatial resolution. 20 water absorption

bands are removed, namely [108-112], [154-167], 224. Totally 5348 labeled pixels belonging to 6 land-cover classes

are observed in the ground truth image. Fig. 2(a)(b) show the false color (R-G-B=bands 37-17-11) and the ground

truth images of this data set. Considering the computational cost, here we do not use the whole scene of Salinas

data.

2) KSC: KSC data set is collected by the NASA AVIRIS instrument over the Kennedy Space Center in 1996.

224 bands are acquired with wavelengths from 400 to 2500nm. After removing water absorption and noisy bands,

176 bands were used for the analysis. Compared with SalinasA, the spatial resolution of KSC is much lower (18m).

Thus the pixel mixing problem is more serious. Totally 5211 pixels are labeled which are separated into 13 classes.

Fig. 3(a)(b) display the false color (R-G-B=bands 28-9-10) and the ground truth images of this data set. Since the

size of this data is relatively large (512× 614), Fig. 3 only shows part of the whole scene.

3) Botswana: It is acquired by the Hyperion sensor which is carried by the NASA EO-1 satellite, over the

Okavango Delta, Botswana, in 2001. This data set has 30m spatial resolution and 10nm spectral resolution. The

original data contains 242 bands covering the wavelength 400-2500nm. After removing uncalibrated and noisy

bands, 145 channels remain. There are 3248 labeled pixels available which consist of 14 identified classes. A false

color scene (R-G-B=bands 45-26-17) and the ground truth images are shown in Fig. 4(a)(b). Due to the large size

of this data (1476× 256), Fig. 4 also shows part of the whole scene.

Hyperspectral Remote Sensing Scenes

July 11, 2018 DRAFT



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 12

(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 4: Part of the Botswana data set. (a) The false-color composite image. (b) The ground truth where each color

corresponds to one land-cover material. Classification maps by (c) SVM, (d) ELM, (e) KNN, (f) SRC, (g) CRC,

(h) CRT and (i) MSRC.

TABLE I: CLASSIFICATION ACCURACIES OF DIFFERENT METHODS ON SALINASA DATA SET (%).

Class Samples Methods

Train Test SVM ELM KNN SRC CRC CRT MSRC

C1 5 386 99.48±0.01 100.0±0.00 100.0±0.00 99.71±0.08 99.84±0.13 99.74±0.01 100.0

C2 5 1338 86.34±20.1 80.89±18.8 87.69±11.9 90.98±10.8 93.39±4.55 91.12±13.4 97.31

C3 5 611 90.09±7.89 92.57±4.44 91.84±4.64 94.54±3.29 92.52±1.38 92.32±3.27 94.43

C4 5 1520 98.32±2.01 99.37±0.77 98.34±4.65 97.06±6.08 97.41±4.65 94.92±11.9 98.94

C5 5 669 99.65±0.21 99.79±0.22 99.47±1.16 99.35±0.28 51.12±24.3 99.76±0.14 93.27

C6 5 794 96.17±2.41 97.16±0.17 95.84±2.75 95.65±5.18 99.43±0.36 98.86±0.51 94.45

OA 94.29±4.58 93.71±4.51 94.41±3.55 95.51±3.35 90.49±4.37 95.21±5.76 96.71

AA 95.01±3.01 94.96±2.93 95.19±2.42 96.22±2.26 88.95±4.66 96.12±3.33 96.40

κ 92.92±5.59 92.20±5.50 93.05±4.36 94.43±4.11 88.11±5.42 94.10±7.00 95.87
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TABLE II: CLASSIFICATION ACCURACIES OF DIFFERENT METHODS ON KSC DATA SET (%).

Class Samples Methods

Train Test SVM ELM KNN SRC CRC CRT MSRC

C1 5 756 73.92±20.6 75.93±9.17 83.30±10.5 81.28±8.12 61.82±18.9 77.60±14.2 82.12

C2 5 238 80.84±9.00 79.36±7.72 70.96±12.1 76.59±6.06 54.36±10.2 79.28±5.81 70.81

C3 5 251 80.71±15.1 82.98±8.01 81.07±6.71 86.45±9.99 55.65±13.6 81.11±11.0 87.39

C4 5 247 40.61±22.7 45.38±15.7 45.99±10.7 39.67±13.6 36.39±11.3 42.10±14.6 66.94

C5 5 156 47.56±21.8 68.07±9.42 53.39±8.53 54.23±13.8 44.93±11.2 58.33±15.5 64.97

C6 5 224 50.17±14.7 47.81±10.4 44.24±9.37 47.09±8.42 44.15±12.4 50.00±10.3 74.59

C7 5 100 72.00±21.4 82.90±10.5 77.50±6.25 92.00±7.90 83.90±8.94 93.80±4.41 95.00

C8 5 426 44.67±18.5 64.53±9.77 57.04±9.30 75.02±9.80 43.84±10.5 75.96±10.8 69.46

C9 5 515 80.77±8.89 80.25±11.4 79.45±7.19 94.60±5.87 57.10±13.2 93.78±4.43 74.35

C10 5 399 68.49±19.6 56.89±11.5 60.78±9.58 83.59±7.52 57.79±9.90 86.84±6.00 83.96

C11 5 414 83.16±11.8 92.43±4.87 92.15±5.11 90.12±4.14 85.14±5.89 89.27±4.05 95.08

C12 5 488 74.89±8.11 67.18±10.9 71.14±4.33 66.74±5.15 41.68±11.3 72.31±4.25 82.73

C13 5 922 95.76±5.34 97.89±1.95 98.24±0.51 99.11±0.73 98.85±0.78 98.10±0.51 99.57

OA 73.70±3.46 76.07±1.83 76.02±1.95 80.74±1.61 63.55±3.68 80.97±2.47 83.08

AA 68.73±2.83 72.43±1.60 70.40±1.86 75.91±1.49 59.05±2.69 76.80±1.72 80.53

κ 70.83±3.74 73.41±2.00 73.34±2.12 78.56±1.77 59.72±3.92 78.87±2.69 81.19

TABLE III: CLASSIFICATION ACCURACIES OF DIFFERENT METHODS ON BOTSWANA DATA SET (%).

Class Samples Methods

Train Test SVM ELM KNN SRC CRC CRT MSRC

C1 5 265 98.67±1.39 98.90±1.27 99.32±1.21 98.64±1.09 94.07±3.01 99.24±1.15 98.49

C2 5 96 90.20±16.1 92.50±8.68 85.41±13.6 93.43±10.4 95.62±4.35 95.10±7.65 93.75

C3 5 246 90.48±7.83 93.65±4.73 88.17±6.60 94.59±2.44 70.81±12.7 94.30±3.11 75.20

C4 5 210 86.28±8.63 93.52±2.36 89.61±3.77 95.38±4.91 89.80±9.01 96.00±5.76 97.14

C5 5 264 71.62±11.2 66.74±8.66 65.71±7.26 76.36±10.5 59.77±17.2 71.74±9.66 66.28

C6 5 264 53.71±16.2 51.59±10.2 52.42±8.50 59.50±16.2 34.65±12.4 55.64±13.2 64.77

C7 5 254 86.69±12.3 87.67±9.44 94.44±2.96 97.79±1.84 80.43±9.00 98.36±1.31 96.06

C8 5 198 85.30±14.7 94.69±5.36 85.75±8.14 88.28±9.63 77.62±8.73 93.53±8.10 98.99

C9 5 309 60.12±13.6 72.65±13.3 68.89±9.17 79.12±8.55 62.97±11.5 67.34±12.5 83.49

C10 5 243 81.93±9.96 75.59±13.9 67.32±9.16 68.55±9.25 36.21±12.3 69.25±6.43 90.53

C11 5 300 84.46±10.8 85.00±7.35 77.50±7.52 86.00±8.28 84.80±9.39 85.16±6.95 93.33

C12 5 176 93.46±5.78 92.67±5.41 91.07±5.39 96.36±2.04 91.70±12.5 95.39±3.16 97.16

C13 5 263 75.77±9.34 76.76±9.30 70.34±10.0 77.03±10.5 37.41±15.7 75.81±5.80 80.99

C14 5 90 95.89±6.98 97.66±3.07 98.77±1.33 94.88±6.28 99.66±1.05 99.00±0.81 93.33

OA 80.56±2.46 82.32±1.87 79.14±1.96 84.72±1.86 69.15±2.68 83.30±1.78 86.60

AA 82.47±2.69 84.26±1.82 81.05±2.12 86.14±1.62 72.54±2.14 85.41±1.35 87.82

κ 78.96±2.67 80.86±2.03 77.40±2.13 83.46±2.01 66.72±2.86 81.92±1.92 85.49
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B. Classification Results

The classification results on the three data sets are shown in Fig. 2-4 and Table I-III. To further validate that

the improvements by MSRC are statistically significant, we conduct two-sample t-test (t-test for short) on OA, AA

and κ. T-test is a popular approach which is able to validate the significance between two groups of data [49]. It

is defined by
|x̄1 − x̄2|√

(n1−1)s21+(n2−1)s22
n1+n2−2 ( 1

n1
+ 1

n2
)
> t1−α[n1 + n2 − 2], (15)

where x̄1 and x̄2 are mean accuracy values obtained by different methods, s1 and s2 are the corresponding standard

variations, n1 and n2 are the numbers of repeated experiments, and α is the significance level.

1) Results on SalinasA: Because no spatial information is used in the feature extraction process, there are many

isolated points observed in Fig. 2(c)-(i). The objective evaluation results are shown in Table I. As discussed in

Section II-D, results of MSRC are almost impervious to repeated experiments. Hence we report the mode after

30 runs. Since MSRC is developed under the basis of SRC, the comparison with SRC is the most meaningful.

MSRC achieves about 1% advantages in OA and κ, and has a small decrease in the AA. The advantages are not

very significant, because the accuracy values for this data set are relatively high. In this case a small increase

also requires many efforts. In addition, there are only 6 classes in this data set, the accuracy in single class has

considerable influence on AA. MSRC presents much lower accuracy than SRC in class 5 with a substantial decrease

of the final AA. CRC is an efficient method which has a L2-norm objective and closed-form solutions. However,

limited samples may aggravate the underdetermined phenomenon in solving CRC and thus harm the accuracies.

Popular classifiers such as SVM and ELM present similar accuracies with about 2% gaps against MSRC. KNN uses

spectral distance without optimization process to selected atoms, and then votes for decision. To some extent, KNN

could be considered as a much simplified MSRC. If we replace the optimization process in MSRC by a simple

spectral distance calculation, and use max voting instead of abundance inversion, MSRC is transformed into KNN.

However, it is observed that MSRC presents significant advantages over KNN. However, efficiency is not among

these advantages. Compared with SRC, MSRC requires about 20 times computational cost. How to improve the

efficiency is our next priority.

2) Results on KSC: The accuracies in this data set is much lower than those in SalinasA. SalinasA has relatively

smaller size, which means materials’ intra-class similarities are higher. While in KSC, samples are selected from

different locations of the whole scene, as shown in Fig. 3(b). Fig. 3(c)-(i) and Table II show the evaluation results

of all the 7 methods. Approximately 2-4% gaps are observed between MSRC and the compared methods. The

advantages in this data are more apparent maybe because the baseline in KSC is much lower than that in SalinasA.

CRT is a weighted version of CRC, and the results in Table II has demonstrated that this improvement really works

in the case of limited samples. SVM, ELM and KNN have shown very close accuracies, but MSRC outperforms

them by nearly 7%. T-test by Eq. (15) indicates that the advantages obtained by MSRC are statistically significant

under 95% level.
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3) Results on Botswana: Fig. 4(c)-(i) show the classification maps of different methods. Note that because of

the large size of this data set, Fig. 4 displays only part of the whole scene. We can see that the distribution of

labeled pixels is scattered, which may weaken the effect of spatial information. Table III presents the objective

evaluation on this data set. Most of the methods achieve over 80% OA, and MSRC slightly outperforms others by

2-6%. According to the results by t-test, these gaps are also statistically significant. Due to the lack of training

samples, CRC still does not perform well. In most classes, MSRC presents over 80% accuracies. We also note that

the spatial resolution in Botswana data is lower (30m), which means the mixing pixels problem is more serious.

However, MSRC still works well.

(a) (b)

(c) (d)

Fig. 5: Pareto solution set by different iterations for a randomly selected samples in SalinasA data set (label=1).

The horizontal axis denotes individuals in Pareto solution set, and the ordinate axis denotes atoms in the dictionary.

(a) Iterations=1, k=3. (b) Iterations=10, k=3. (c) Iterations=100, k=3. (d) Iterations=100, k=5.

C. Analysis and Discussion

As a non-convex optimization method, a common doubt may be whether MSRC could find the global optimal

solution. However, theoretical proof is almost impossible. In this section, we discuss the convergence of MSRC via

experimental analysis.

Fig. 5 shows the influence of iterations on the concentration of solutions. To make the evaluation result visible, we

randomly select a test pixel with label 1 from SalinasA. The horizontal axis denotes individuals in Pareto solution

set, and the ordinate axis denotes atoms in the dictionary. To be specific, the horizontal axis has 101 bins, each of

which corresponds to an individual in Pareto solution set; the ordinate axis has 30 bins, because the dictionary in

SalinasA contains 30 atoms (6 classes with 5 pixels in each). Class 1-6 are arranged from top to bottom. A white

point denotes that this atom is selected by an individual. Correspondingly, a horizontal white line denotes that this

atom is selected by all the individuals. In a nutshell, each column in Fig. 5(a)-(d) corresponds to a single solution.

We can find that in Fig. 5(a)(b) the columns are not consistent, but after 100 iterations the columns in Fig 5(c)(d)

tend to become uniform. Take Fig. 5(c) for example, all the 101 individuals have selected the same atoms (the

white lines). Owing to our improvement on the decision-making process in MSRC, the Pareto solution set tends to
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(a) (b)

(c) (d)

Fig. 6: Influence of iterations on residuals. (a), (b) and (c) are the average results on SalinasA, KSC and Botswana,

respectively. (d) is an example for a randomly selected test pixel from SalinasA data.

concentrate on a single solution, i.e., the white points tend to compose lines. Another reason for the concentration

is that the range of Eq. 8 is discrete which leads to very few solutions in the Pareto front. In Fig. 5(a) and Fig.

5(b), because the iterations are not enough, we can see that the solutions are scattered and even wrong. After 100

iterations the Pareto set converges to a single solution, as shown in Fig. 5(c)(d). More importantly, several atoms

in Ac are selected, which is very beneficial to the final classification result. Although the sparsity k is different in

Fig. 5(c)(d), they both find the atoms from Ac. In this case, they tend to present the same predicted label.

Fig. 6 illustrates the influence of iterations on residuals. Curves in Fig. 6(a)-(c) are the average results on the

whole data sets, where we find that the residuals continue declining with the increase of iterations. In Fig. 6(d), we

randomly select a test pixel for example. The curve is step-down, i.e., the residual keeps unchanged during some

iterations while plummets for some iterations. The experimental result in Fig. 6(d) is consistent with the theoretical

analysis. Because MSRC is an L0 based method, the residuals are reduced only if the selected atoms are changed.

However, due to the random flipping strategy in MSRC, the optimal solution is not updated in every iteration.

Therefore, several flat lines can be observed in the iteration process. The iteration stops when a long line appears.

According to Fig. 6 only 50 iterations are required.

As a method with no physical explanation, one of the disadvantages of MSRC is that it cannot handle the

problems of “same materials with different spectra” and “different materials with same spectra”. These problems

may get a solution by integrating the physical meaning of materials in the hyperspectral images.

July 11, 2018 DRAFT



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 17

IV. CONCLUSION

HSI classification task includes two crucial aspects: extracting more representative features and developing more

powerful classifiers. In this paper, we focus on the latter, and propose a multi-objective based sparse representation

classifier. MSRC is developed based on SRC, and especially targets two problems: limited samples and mixed pixels.

The novelty of our work consists in the objectives as well as the optimization process, and can be summarized

by two points: 1) Instead of using L1-norm sparse regularization, in MSRC the L0 problem is directly calculated

without any relaxation; 2) An improved multi-objective based method is proposed to solve the non-convex problem,

which is able to concentrate on a unique solution. The predicted labels are determined by abundance inversion.

In the experiments, MSRC is compared with several popular classifiers on three public HSI data sets. The results

prove that MSRC presents better performance when the training samples are limited.

As a non-convex optimization method, the efficiency of MSRC should be further improved. In our following

work, we will focus on reducing the computational cost of the multi-objective based methods.
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